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Abstract—Displaying tracks is an essential part of a multi-
target tracking system. Recently, it was proposed to extract
tracks with respect to the Optimal Sub-Pattern Assignment
(OSPA) metric, i.e., the traditionally used squared error loss
is replaced with an OSPA loss, which leads to the so-called
Minimum Mean OSPA (MMOSPA) estimate. So far, work
concentrated on traditional trackers that maintain probability
densities for the targets. In this paper, we aim at extracting
the MMOSPA estimate from a Probability Hypothesis Density
(PHD) as used within the PHD filter. We elaborate that the PHD
in general does not contain enough information to determine
the exact MMOSPA estimate. However, we then show that if
the loss function has a specific form, it is indeed possible to
extract point estimates from a PHD that are optimal w.r.t. the
underlying unknown random finite set. We discuss two specific
loss functions that fulfill this condition and are potentially close
to the OSPA loss, a nearest neighbor loss and a kernel distance
loss. It turns out that track extraction based on the nearest
neighbor loss can be performed with the well-known k-means
algorithm. Simulations show when the estimates based on the
nearest neighbor and the kernel loss are close to the MMOSPA
estimate.

I. INTRODUCTION

The Probability Hypothesis Density (PHD) filter [15] is
a popular multi-target tracking algorithm due to its low
computational complexity and its capability to estimate the
number of targets. As indicated by its name, the PHD filter
is a recursive updating scheme for the first-order moment
of a Random Finite Set (RFS), the so-called PHD function.
Intuitively, the integral of the PHD function over a specific
area corresponds to the expected number of targets in that
area. Hence, in contrast to classical multi-target trackers such
as the Joint Probabilistic Data Association Filter (JPDAF)
[1], the estimated tracks are not explicitly available from
the PHD. In order to obtain reasonable track estimates,
clustering techniques such as k-means or Expectation Max-
imization (EM) have been proposed [6], [14], [23], [24]
in literature. However, it is a common opinion that these
clustering techniques are heuristics [18], [19]. In order to
overcome the shortcomings of k-means and EM, several
alternatives have been proposed such as CLEAN [22], [24],
mean shift [21], and [5], [16], [18], [19], [25].

In classical multi-target trackers such as JPDAF, tracks
are directly given by the means of the probability density
functions for the targets. However, it recently turned out
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that the mean may result in undesired coalescence effects
in the case of closely-spaced targets. In order to prevent
these coalescence effects, it was proposed to extract tracks
with respect to the Optimal Sub-Pattern Assignment (OSPA)
[20], which is the standard metric for evaluating multi-target
trackers. In this manner, multi-target trackers that optimized
according to the same criterion that is used for evaluation
can be developed [3], [7]-[10].

This paper is built upon the idea to extract MMOSPA
estimates just from PHDs in case the underlying Random
Finite Set (RFS) density is unknown. We will first show that
the PHD in general does not contain enough information to
determine the exact MMOSPA estimate. Subsequently, we
discuss two ad-hoc approaches for reconstructing an approx-
imate MMOSPA estimate. Finally, we present a systematic
means to extract point estimates from PHDs. We show that
if the loss function has a specific form it is indeed possible
to extract a point estimate from a PHD that is optimal w.r.t.
the underlying (unknown) RFS. We discuss two specific loss
functions that fulfill this condition, i.e., a nearest neighbor
loss and a kernel distance loss. Surprisingly, we will show
that the point estimate based on the nearest neighbor loss
can be obtained by means of the k-means algorithm. In this
way, k-means should no longer be considered as a heuristic
approach as it is optimal w.r.t. a reasonable loss function and
hence, is mathematically well-grounded. The shortcomings
of k-means reported in the literature can be attributed to
the fact that the nearest neighbor loss is in general a poor
approximation of the OSPA loss.

Remark 1. Throughout the entire paper, we assume that the
number of targets is given. The results are applicable to a
PHD filter for an unknown number of targets by a two step
procedure: (1) Estimate the target number using the Expected
a Posteriori (EAP) criterion [15], i.e., the mass under the
PHD. (2) Use the techniques for given number of tracks as
introduced in this paper in order to extract the tracks.

II. BACKGROUND: RANDOM SETS AND PHD FILTER

Traditional multi-target tracking algorithms such as the
Joint Probabilistic Data Association Filter (JPDAF) [1]
stack the state vectors of the targets at time k in a single
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joint vector

T

a(k) = [z, (B)", ...z, (R)] (1)
where z,;(k) € R? denotes the state vector of target i €
{1...,n} and n is the number of targets.

The tracking algorithm maintains a probability density
function for the joint state vector z(k) conditioned on the
available measurements

p(z(k) [ Y(K)) 2

where )(k) denotes all available measurement data up to
time k.

Remark 2. Note that the standard JPDAF assumes that the
targets are independent. There is also an extension — the
coupled JPDAF [1] — that works with the complete joint
density.

The joint state vector (1) inherently imposes a labeling
on the targets, i.e., it specifies which target is x; (k) etc. A
representation that does not incorporate labeling is given by
a set

X (k) = {zy(K), - .-,

where S,, denotes the set of all subsets of RY with n
elements. A probability distribution over sets with finite
elements can be specified by a so-called Random Finite Set
(RFS) density [15]. If the number of targets is known to be
n (as in our case) and a joint density (2) for the targets is
given, the corresponding RFS density is

Flay (k) z, ()Y [ V(R) = D p(Palz(k) | V()

mell,

3)
where II,, denotes all permutations of the set {1,...,n}, and
P (z(k)) permutes the single target states in z(k) according
to 7, i.e., Pr(z(k)) = [2,1)(F)", ..., Zr () (k)T]T Tt is not
possible to reconstruct the joint density based on the RFS
density as the labeling information is not available.

The Probability Hypothesis Density (PHD) filter [15]
recursively maintains the PHD, which results from (3) ac-
cording to

z,(k)} € Sn

Fla(k) U X (k) dX (k) =

D(z(k) | Y(k)) = /X .
1 [ £U®.20), . 2,0} | V()
d&(k‘)v dQZ(k)a ceey d@n(k> “4)

with X (k) = {z,(k), ...z, (k)}.
Above, we used the definition of the set integral [15] for
sets with a fixed number of elements

| seax = [ flam.n®.. oz, ®))
X€eS, :

The PHD (4) is the first moment of the RFS density (3). In
general, the RFS density (3) cannot be reconstructed from

8

the PHD (4). Note that the integral over the PHD gives the
(expected) number of targets, i.e., n = [ D(z(k))dz(k).
Remark 3. In this paper, we concentrate on a single point
in time. Hence, we can make the following notational
simplification:
« The time index can be omitted, i.e., instead of z(k), we
write z.
o The conditioning on the available data )(k) is not
explicitly written, i.e., instead of p (z(k) | V(k)), we
write p (z).

III. TRACK EXTRACTION FROM AN RFS DENSITY

In this section, we address the question of how to extract
point estimates, i.e., tracks, from an RFS density (3). In
Bayesian estimation, point estimates are chosen to minimize
the expected loss with respect to a specific loss function as
described in the following definition.

Definition 1 (Point Estimate). A point estimate Xl e S, for
the RFS density f(X) in (3) minimizes the expected loss
ol ) N
X' = al;%gmmE{l(X7X)}f(X) , (6)
€Sn

where [ : S,, X S, — R is a loss function that measures
how “close” X is to X.

As Definition 1 deals with sets, the squared error loss for
vectors usually used in Bayesian estimation is not suitable.
In this context, [12] proposed to extract point estimates with
respect to the (squared) Optimal Sub-Pattern Assignment
(OSPA) [20] distance, which is a distance metric on sets.

Definition 2 (OSPA). The Optimal Sub-Pattern Assign-
ment (OSPA) [20] distar}ce between the two sets X =
{aT,... 2T} € Sy and X = {&T,...,2T} € S, is defined
as

5 1 . = R
OSPA(X, X)* = — min > |lz; — &[> . (D)
" i=1

The above (squared) OSPA distance can directly be used as
the loss function in Definition 1: [(X, X) := OSPA(X, X)2.
The point estimate with respect to OSPA distance XOSPA jg
the Minimum Mean OSPA (MMOSPA) estimate.

Remark 4. In [12], it was shown that the MMOSPA estimate
coincides for all joint density functions (2) that specify
the same RFS density (3). In this manner, the MMOSPA
estimate can be uniquely defined for a joint density.

IV. PROBLEM FORMULATION

In this work, we consider the problem of extracting the
MMOSPA estimate from the PHD (4). From our point of
view, the PHD D(z) is given, e.g., obtained from the PHD
filter recursions. However, the true underlying RFS density
f(X) is unknown. In this way, the PHD gives us a hint on
how the true RFS density f(X) might look.

Ultimately, we are interested in XOSPA from f(X). The
question is, can we get XOSPA from D(2)? And if not, can
we get an approximation?
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Fig. 1 and Fig. 2 show already the answer to the first ques-
tion. In general, each different RFS density that is consistent
with the PHD gives a different MMOSPA estimate. Too
much information is lost in the PHD. Hence, the remainder
of this work is concerned with the second question.

V. FIRST ATTEMPT

A reasonable attempt is to say: if we need the true
underlying RFS density corresponding to D(z) but we do
not have it, then we just a pick a reasonable RFS density
that is consistent with D(z). A natural way is to associate
a Poisson RFS density with the PHD. As we assume the
number of targets to be given by n, we would obtain

—m

®)

which says each target location is given by the probability
density 1 D(z).

Unfortunately, it turns out that the MMOSPA estimate for
(8) is useless as it coalesces the targets, see Fig. 2.

VI. SECOND ATTEMPT

In a second attempt, we consider the special case that each
target is distributed according to a Gaussian distribution, i.e.,
the joint density (2) is Gaussian

p(z) = N(z —m,C)

9
m?)”

| and covariance matrix C =
,C,,). The corresponding RFS density is

with mean m = [mlT, e
diag(Cy, ...

= HN(%@ —m

n€ll, i=1

(i) Cr(i)) - (10)

In this case, the PHD (4) is the Gaussian mixture density

2)=Y N(z-m;,Ci) . (11)
i=1

Based on the PHD (11), m and C can be recovered up
to permutation using, e.g., Expectation Maximization (EM).
Having reconstructed the RFS density (or the joint density),
standard MMOSPA estimation algorithms can be used to
extract the MMOSPA estimate, see [12]. Of course, this
approach can also be used if the true underlying joint density
is not Gaussian. However, all told, only an approximation of
the MMOSPA estimate is obtained.

VII. SYSTEMATIC APPROACH

A systematic approach is to choose a loss function that
exploits only information about the joint density that is
also available in the PHD, so that we can extract the point
estimate from the PHD. It is by no means obvious that
there exists a meaningful (non-trivial) loss function with
this property. In the following, we first derive a condition
that loss functions must satisfy for this purpose. Second,
we discuss reasonable choices for loss functions, which are
supposed to be close to the OSPA loss function.

Theorem 1. If the loss function in (6) is of the following
form

X, X)=5L(X +212 ) +13(X), (12
where 11 S, > R, I3 : S, xR 5 R, and l5: S,, —» R
are functions, then

Xt = (13)

arg@inE{l(X,X)}f(X)
e

= argminly(X)
X

+/u&@ma@,m>

and hence, the point estimate X! can be obtained from the
PHD D(z) no matter what f(X) is.

Proof:
E{Z(X7 X)}f(x) =

‘ﬂ@JWMMX:

/ )+ Z I (X

m+z/uXmﬂX
=1

zl(X)+n/12(X,;) F(X)d{z,zy...,xp}+c=
L (X)+nl/zg(x 2)

2,) + 15(X)) J(X) dX =

)dX 4+ c=

f({gxg,... n} )dz,dzy . .. de, +c =
//l2 X z)
f({éaﬁzw-a z, V) d{zy. .. dey} dz+c =
h@HﬂM@/
fz,29,...,2,}) d{zy...,dx,} dz+c , (15)
where c is a constant independent of X. ]

The OSPA loss function obviously does not satisfy (12).
Hence, the last resort is to modify OSPA (as little as possible)
in order to obey (12) while we still hope that it is close to
the OSPA. For this purpose, we will discuss two meaningful
loss functions in the following.

A. Nearest Neighbor Loss

A “simplified” variant of the OSPA loss that we will call
the Nearest Neighbor (NN) loss is given by

n
=Y min|lg; -z ,
; J
1=1

which results from the OSPA distance by allowing multiple
assignments to the same target, i.e., each target in X is
assigned to the nearest target in X. It is essential to note
that (16) is not a metric on sets because it is not symmetric,

(16)
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(c) Example PHD for two one-
dimensional targets.

Fig. 1: Example 1: A PHD for two one-dimensional targets and two possible RFS densities. The MMOSPA estimates for
the RFS densities (blue crosses) do not coincide.
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Fig. 2: Example 2: A PHD for two one-dimensional targets and two possible RFS densities. The MMOSPA estimates for

the RFS densities (blue crosses) are significantly different.

i.e., in general NN(X, X) % NN(X, X). Also, it is obvious
that (16) satisfies (12).

Plugging (16) into (13) results in

XNN argmin/m_in”@j — 2| D(2)dz . (17)

e J
It can be shown that — in the case of a particle representation
of the PHD - the solution of (17) minimizes the so-called
Within-Cluster Sum of Squares (WCSS), which is used in the
k-means clustering algorithm [4], [11].

For this purpose, assume the PHD is represented with IV,
equally weighted particles according to

NP
D)= 1> dz—2") . (18)

P =1

where z() denotes the I-th particle. In this case (17) becomes

NP
XNN argmianinH@j —g(l)\|2 . (19)
X =Y
If we define the clusters
Sj = {l | j = argmin||Z,, —Z(Z)HQ} ) (20)

(19) can be written as

NP
XMW= argmin) ) Iz —2VIF @D
X j=11eS;

which is exactly the Within-Cluster Sum of Squares (WCSS).
As a consequence, the k-means algorithm can be used to
perform the optimization (17). The findings above give a
theoretical justification for using k-means for track extraction
in the PHD filter. In contrast to what seems to be a common
opinion in literature, k-means is not ad-hoc: it minimizes a
reasonable loss function — the Nearest Neighbor (NN) loss
(16). Of course, it is up to debate how close the NN loss is
to the OSPA loss. And most likely the shortcomings of the
k-means algorithm for track extraction discussed in literature
result from the poor approximation quality.

B. Kernel Distance

Another loss function that satisfies (12) is the squared
kernel distance defined as follows (see [2] for a discussion
of the kernel distance in the context of multi-target tracking).

Definition 3. The (squared) kernel distance between the two
sets X = {z¥,... 2TV €S, and X = {2],...,21} € S,

1819



Target 1 Target 2
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0.2 0.2
57 0 %. 0
-0.2 -0.2
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—-0.4 —0.2 0 02 04 06 —.0./1 —0.2 0 02 04 06

(a) Marginal density for target 1. (b) Marginal density for target 2.

Fig. 3: Illustration of the (four-dimensional) joint density
for two two-dimensional targets used in the evaluation: Intu-
itively, one target is approximately at location [—0.1, —0.1] r
and the other one is at [0.4, —O.l]T. Also note that the
correlations are not visible from the marginal densities. The
correlations exclude the case that the two targets are at the
same location. We use ggl) and @2) to denote the first and
second component of the vector z; (same notation for x,).

is defined as

Kemel(X, X)* =YY K'(&, — &;)-
i=1 j=1
2Y > K& —xz)+ Y > K'(zi—z;) . (22)
i=1 j=1 i=1 j=1
where K°(-) = N(- — 0,b],) is (here) a Gaussian kernel
function with kernel width b.

The kernel distance is indeed a distance metric on sets.
Intuitively, it interprets the set of targets X as a continuous
functions by placing the kernel at each target location, and
then calculates the L, distance between the functions.

At the first blush, the kernel loss seems to be superior to
the NN loss as it is based on a true distance. However, in
general, the kernel distance may significantly differ from the
OSPA distance. Hence, if we argue that the goal is to extract
MMOSPA estimates, the kernel loss may not necessarily be
preferable for extracting point estimates from a PHD. We
will investigate this issue in the following section.

Remark 5. In case of known number of targets the OSPA
distance coincides with the Wasserstein distance [13]. Both
the Wasserstein distance and the kernel distance are well-
known and widely used distance measures for sets in various
areas such as computer vision [17]. To the authors’ knowl-
edge, there are no quantitative results on how well the kernel
distance might approximate the Wasserstein distance.

VIII. EVALUATION

In this section, we provide a comparison of the NN and
kernel loss function for track extraction. Specifically, we
investigate how precise the resulting point estimates from
the PHD approximate the true MMOSPA estimate from the

(unknown) multi-target joint density (2). For this purpose,
we consider the specific Gaussian mixture multi-target joint
density for two two-dimensional targets as illustrated in
Fig. 3. This is a typical joint density for two well-separated
targets. In our experiment, we decrease the distance between
the two targets (meaning the modes of the Gaussian) and
investigate how the NN and kernel loss function based
estimates behave with respect to the MMOSPA and MMSE
estimate (the mean) of the true underlying joint density. Two
different kernel loss functions are employed — one with a
small kernel width 0.1 and one with a large kernel width
0.5 — in order to find out the influence of the kernel width.

Technically, the point estimates are obtained by sampling
the joint density/PHD and performing an explicit optimiza-
tion. This also means we do not use the k-means algorithm
itself, we only optimize the Within-Cluster Sum of Squares
(WCSS) used by k-means. In this manner, we seek to avoid
local minima in the optimization.

The results are show in Fig. 4. Clearly, the NN loss nearly
always coincides with the OSPA loss. The kernel estimate
gives also a good approximation to the OSPA estimate in
case of a small kernel width. If the kernel width is larger,
the approximation quality decreases.

These results should be taken with care as they are only
valid for the specific example joint densities; however, they
demonstrate that the NN estimate can give a reasonably
precise approximation of the MMOSPA estimates. Also,
we want to stress that in case of highly multimodal joint
densities, the NN estimate may visually be significant dif-
ferent from the MMOSPA estimate. So far, there is no
general quantitative assessment of the approximation quality
available.

IX. CONCLUSION AND FUTURE WORK

To date, methods for track extraction in the PHD filter
are often used without any strong theoretical justifications.
In this work, we presented a systematic and mathematically
well-grounded concept for extracting point estimates from
a PHD. The underlying idea is to use a loss function that
only exploits information from the underlying RFS that is
also available in the PHD. Based on this concept, and with
the goal of deriving MMOSPA estimates, we were able to
provide a theoretical and intuitive justification for a widely-
used technique for track extraction — k-means clustering.

Future work will be concerned with finding loss functions
that are even closer to the OSPA loss than the NN loss. So
far we made the simplifying assumption that the number of
targets is given by the EAP estimate. Further improvements
might be possible, e.g., for the Cardinalized Probability
Hypothesis Density (CPHD) filter [15].
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Fig. 4: PHD for the joint density in Fig. 3, where the dis-
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