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Abstract—Increasing demand for Nonlinear Model Predictive Control with the ability to handle highly noise-corrupted systems has recently given rise to stochastic control approaches. Besides providing high-quality results within a noisy environment, these approaches have one problem in common, namely a high computational demand and, as a consequence, generally a short prediction horizon. In this paper, we propose to reduce the computational complexity of prediction and value function evaluation within the control horizon by simplifying the system progressively down to the deterministic case. Approximation of occurring probability densities by a specific representation, the deterministic Dirac mixture density, with a decreasing resolution (i.e., approximation quality) leads via natural decomposition to a point estimate and thus, can be treated in a deterministic manner. Hence, calculation of the remaining time steps requires considerably less computation time.

I. INTRODUCTION

In Model Predictive Control (MPC), also referred to as Receding or Rolling Horizon Control, the decision on the control input is not only based on the current system state, but also incorporates information about future system states, which often results in higher quality of control. If no measurements are regarded during planning, an open-loop optimal control problem is solved according to a value function over a prediction horizon [1]. This results in a decision for an optimal control input, which is applied to the system in terms of a closed-loop control.

Linear system models do not generally reflect the real-world system behavior in an adequate way. As many applications have growing requirements on the control quality, the widely used MPC for linear system models is often not sufficient [2]. Hence, it is strongly desirable that the controller incorporates nonlinear system models.

Though advanced methods for nonlinear systems have been developed solving the open-loop optimization [3], most approaches do not explicitly consider occurring uncertainties in the control decision [4]. In an early approach, the Extended Kalman Filter was introduced to Nonlinear Model Predictive Control (NMPC) [5]. Later on, more sophisticated methods used approximations of the occurring probability densities [6], [7], [8] and, recently, the Particle Filter was applied in an NMPC framework [9]. Newly arising fields of application, such as Networked Control Systems [10], demand a high quality of control, while acting within an uncertain environment. In order to ensure robustness, it is important to consider this uncertainty, particularly regarding states in near future. This includes model discrepancies, as well as extrinsic and intrinsic disturbances present in real-world processes. Furthermore, state estimation based on noisy sensor measurements, leads to uncertain state information.

However, explicitly dealing with uncertainties typically leads to a significant increase in computational demand, which generally results in a shortening of the prediction horizon. Apart from that, early knowledge on upcoming states ensures a high similarity between the actual closed-loop input and trajectory, and the predicted open-loop trajectory [11]. Furthermore, it helps to avoid local minima existing in the value function. A long prediction horizon is therefore strongly desirable.

We consider a system with a continuous-valued state space and a finite set of control inputs, where the system states are not directly accessible, i.e., only imperfect state information is available. For example, a mobile robot [12], whose state space is composed of its posture, but only a finite set of movements, as turn left or right and move straight, can be handled. Another example is a sensor network [13] with continuous-valued quantities (i.e., measurement values and related positions) and certain measurement requests as input. In addition, if continuous-valued control inputs are used, the input can be discretized in a reasonable manner.

In this paper, a discrete-time Nonlinear Model Predictive Control for time-variant stochastic systems with continuous state spaces and a finite set of control inputs is presented. The contradiction of simultaneously considering a long prediction horizon and uncertainties in a nonlinear system is overcome by progressive simplification of the occurring probability densities. The basic idea is to lower the computational cost...
by reducing the resolution, i.e., the approximation quality, of the probability densities progressively over the prediction horizon down to a point estimate and, hence, thereby converting the problem into the deterministic case. We propose to apply a specific parametric representation of the underlying probability densities, the so-called deterministic Dirac mixture density, where reduction automatically converts the problem into the deterministic case. This approach is illustrated by Fig. 1. Although the idea of combining cheap deterministic strategies with more expensive stochastic calculations is not unknown in general, e.g., in linear MPC [14], it is newly applied within an NMPC framework.

The remainder of this paper is structured as follows: In the following section, the considered NMPC problem is described and illustrated by an example. The applied probability density representation, the deterministic Dirac mixture density, is introduced in Section III. In Section IV, prediction of the state estimate and a complexity reduction method is introduced, for the novel efficient NMPC method. Furthermore, the evaluation of the value function and a complexity analysis is given. In Section V, the introduced method is evaluated by simulations with comparison to three other NMPC controllers. Finally, the paper closes with conclusions and an outlook to future work.

II. PROBLEM FORMULATION

In this paper, we consider a nonlinear discrete-time system

\[ \mathbf{x}_{k+1} = \mathbf{f}(\mathbf{x}_k, \mathbf{u}_k, \mathbf{w}_k) \]

where the random vector \( \mathbf{x}_k \in \mathcal{X} \) denotes the continuous-valued system state at time step \( k \). The vector-valued control input \( \mathbf{u}_k \) is chosen from the finite discrete set of control inputs \( \mathcal{U}_k \) and \( \mathbf{w}_k (\cdot) \) denotes the nonlinear system function, which is possibly time-variant and affected by disturbances denoted by the random vector \( \mathbf{w}_k \). The system state \( \mathbf{x}_k \) is assumed to be not directly accessible, but has to be estimated by means of noise corrupted measurements.

Example System: Miniature Walking Robot

A miniature walking robot is supposed to follow a given path, while minimizing the energy cost, i.e., it has to decide upon an optimal trajectory in order to maximize the covered distance.

The robot is able to superimpose left and right turns onto the forward motion, which can be modeled similar to a two-wheeled differential drive. Hence, the movement is given according to

\[
\mathbf{x}_{k+1} = \begin{bmatrix}
\mathbf{x}_{k+1} \\
\mathbf{y}_{k+1} \\
\phi_{k+1}
\end{bmatrix} = \begin{bmatrix}
\mathbf{x}_k + \mathbf{u}_k \cdot \cos(\phi_k + \mathbf{u}_k) \\
\mathbf{y}_k + \mathbf{u}_k \cdot \sin(\phi_k + \mathbf{u}_k) \\
\phi_k + \mathbf{u}_k
\end{bmatrix} + \begin{bmatrix}
\mathbf{w}_k \\
\mathbf{w}_k \\
\mathbf{w}_k
\end{bmatrix},
\]

where the system state \( \mathbf{x}_k = [\mathbf{x}_k, \mathbf{y}_k, \phi_k]^T \) denotes the pose of the robot. The control input \( \mathbf{u}_k = [u_k, \phi_k]^T \) consists of the step length \( u_k \) and the rotation angle \( \phi_k \). Here the noise \( \mathbf{w}_k = [w_x, w_y, w_\phi]^T \) affects the system in an additive manner.

Furthermore, the robot is equipped with a sensor for measuring the distance to landmarks according to

\[
\mathbf{z}_k = \sqrt{(|\mathbf{x}_k - \mathbf{x}_l|^2 + (\mathbf{y}_k - y_l)^2 + v_k},
\]

where \( \begin{bmatrix} \mathbf{x}_l, \mathbf{y}_l \end{bmatrix}^T \) denotes the position of a landmark and \( v_k \) subsumes the disturbances affecting the measurement.

At any time step \( k \), the applied controller solves an open-loop feedback control problem over a \( H \) step prediction horizon, i.e., the controller has to find an optimal control input sequence \( \mathbf{u}_{k:k+H-1} \) that maximizes the expected value function over the time steps from \( k \) to \( k + H - 1 \) based on the current estimated system state \( \mathbf{x}_k \) incorporating all available information. More precisely, in order to determine the current optimal control input \( \mathbf{u}_k^\ast \), the controller has to find the optimal sequence \( \mathbf{u}_{k:k+H-1}^\ast \) that maximizes

\[
E \left\{ g_{k+H}(\mathbf{x}_{k+H}) + \sum_{i=k}^{k+H-1} g_i(\mathbf{x}_i, \mathbf{u}_i) \right\},
\]

where \( g_k(\cdot) \) denotes the application-specific value function that maps every state \( \mathbf{z}_k \in \mathcal{X} \) and the corresponding control \( \mathbf{u}_k \in \mathcal{U}_k \) to a real number. The value function models the desired behavior of the system by rewarding preferred system states and control inputs, and by penalizing undesired state-input pairs. The obtained optimal control input \( \mathbf{u}_k^\ast \) is then applied to the system and the procedure is repeated in the following time step \( k + 1 \).

State propagation of \( \mathbf{z}_{k:k+H-1} \) is performed in stochastic systems by means of the so-called Chapman-Kolmogorov equation [15]

\[
f_{k+1|k}(\mathbf{z}_{k+1} | \mathbf{z}_k) = \int f_{k+1|k}^T(\mathbf{z}_{k+1} | \mathbf{z}_i, \mathbf{u}_i) f_i^T(\mathbf{z}_i) d\mathbf{z}_i,
\]

where \( f_{k+1|k}(\mathbf{z}_{k+1} | \mathbf{z}_k) \) denotes the state density characterizing the system state \( \mathbf{z}_k \). The transition density \( f_k^T(\cdot | \cdot) \) is defined by

\[
\mathbf{f}_{k+1|k}^T = \delta(\mathbf{x}_{k+1} - \mathbf{u}_k(\mathbf{x}_k, \mathbf{z}_k, \mathbf{w}_k)) \cdot f_k^T(\mathbf{w}_k) d\mathbf{w}_k,
\]

where \( f_k^T(\mathbf{w}_k) \) denotes the noise density characterizing the random vector \( \mathbf{w}_k \).

In general, the evaluation of (3) cannot be performed in closed form. Approximate solutions to overcome the problem of extrapolating the state systems \( \mathbf{z}_{k:k+H-1} \) have a high complexity, which typically results in a short prediction horizon \( H \).

III. DENSITY REPRESENTATION

Avoiding the high complexity of a complete stochastic extrapolation of system states over the prediction horizon, we propose to reduce the complexity of the occurring probability densities progressively over time at the expense of an increasing approximation error. Utilizing Dirac mixture densities enables an efficient evaluation of arbitrary value functions. Approximation quality and complexity can be controlled by the amount of Dirac components. Furthermore, progressive component reduction naturally results in a point estimate. Hence, at the later time steps of the prediction horizon, the stochastic NMPC problem is gradually converted into a deterministic NMPC problem, in order to retain a sufficiently long prediction horizon.

Definition 1 (Dirac Mixture Density) An arbitrary \( N \)-dimensional random vector \( \mathbf{x} \in \mathbb{R}^N \) characterized by the
probability density function \( f(x) : \mathbb{R}^N \rightarrow \mathbb{R}_+ \) can be approximated by the Dirac mixture density

\[
\tilde{f}(x) = \sum_{j=1}^{L} \omega^{(j)} \cdot \delta \left( x - x^{(j)} \right),
\]  

where \( x^{(j)} \), for \( j = 1, \ldots, L \), denotes the position of the \( j \)th Dirac component with the corresponding weight \( \omega^{(j)} \) subject to

\[
\sum_{j=1}^{L} \omega^{(j)} = 1.
\]

In order to quantify the approximation quality of a probability density, a distance measure has to be defined. Since multidimensionality and comparison between discrete and continuous density representations are difficult to treat, we generalize the relevant distributions by applying the so-called Localized Cumulative Distribution (LCD)

**Definition 2 (Localized Cumulative Distribution [16])**

For a probability density function \( f(x) : \mathbb{R}^N \rightarrow \mathbb{R}_+ \), characterizing the random vector \( \mathbf{x} \), the LCD is defined by

\[
F(\mathbf{m}, b) = \int_{\mathbb{R}^N} f(x) \cdot K(x - \mathbf{m}, b) \, dx,
\]

with \( F(\cdot, \cdot) : \Omega \rightarrow [0, 1] \), \( \Omega \subset \mathbb{R}^N \times \mathbb{R}_+^N \) and \( K(\cdot, \cdot) : \Omega \rightarrow [0, 1] \), a symmetric and integrable kernel at position \( \mathbf{m} \) and size \( b \), which is considered to be equal in every dimension.

In the following, we will use a Gaussian type kernel defined by

\[
K(x - \mathbf{m}, b) = \frac{1}{\sqrt{2\pi b}} \exp \left( -\frac{1}{2} \frac{(x - \mathbf{m})^2}{b^2} \right),
\]

where \( k \) indicates the dimension. Based on the LCD, the Cramér-von Mises Distance [16] can be modified, resulting in a unique and symmetric distance, which allows the comparison of arbitrary multivariate probability distributions.

**Definition 3 (Modified Cramér-von Mises Distance [16])**

Given the probability densities \( f_1(x) : \mathbb{R}^N \rightarrow \mathbb{R}_+ \) and \( f_2(x) : \mathbb{R}^N \rightarrow \mathbb{R}_+ \) and their corresponding LCDs \( F_1(\mathbf{m}, b) \) and \( F_2(\mathbf{m}, b) \), the distance is defined by

\[
D = \int_{\mathbb{R}^N} \omega(b) \left( F_1(\mathbf{m}, b) - F_2(\mathbf{m}, b) \right)^2 \, dm \, db,
\]

where \( \omega(b) : \mathbb{R}_+ \rightarrow [0, 1] \) denotes a weighting function.

The weighted integral of the squared difference of the LCDs \( F_1 \) and \( F_2 \) that defines the Modified Cramér-von Mises Distance, intuitively, can be interpreted as comparison of the probability masses in the region of the kernels of the densities \( f_1 \) and \( f_2 \). Instead of using a fixed kernel size and position, this distance measure compares the masses for every possible kernel size and position.

Using this distance as the optimization criterion gives rise to a deterministic discrete approximation of arbitrary probability densities. The Dirac positions of the approximation are optimized by means of minimizing \( D \). For an approximation of Gaussian densities we refer to [17]. Further information about this density approximation method can be found in [16].

**IV. Stochastic-Deterministic NMPC Based on Deterministic Dirac Mixture Densities**

In the previous section, a density representation was introduced, where complexity and approximation quality can be controlled by means of the amount of Dirac components. In this section, the deterministic Dirac mixture density representation is applied to the open-loop control framework by means of prediction including the introduced progressive reduction of the resolution.

**A. Prediction**

In stochastic NMPC, the current state estimate at time step \( k \) is given as a random vector \( \mathbf{x}_k \), characterized by the probability density function \( f_k^p(\mathbf{x}_k) \). The state estimate \( \mathbf{x}_k \) needs to be predicted over an \( H \) step horizon for all inputs \( u_k \in \mathcal{U} \). For \( f_k^p(\mathbf{x}_k) \) and the noise density \( f_k^w(\mathbf{w}_k) \) approximated by the Dirac mixture densities \( \tilde{f}_k^p(\mathbf{x}_k) \) and \( \tilde{f}_k^w(\mathbf{w}_k) \), respectively, the Chapman-Kolmogorov equation (3) can be solved analytically.

The joint probability density of two Dirac mixture densities can be written as \( \tilde{f}_k^p(\mathbf{x}_k) = \tilde{f}_k^p(\mathbf{x}_k) \times \tilde{f}_k^w(\mathbf{w}_k) \), i.e., the Cartesian product of their Dirac components. This leads to the analytical solution of (3) for Dirac mixture densities, which is given by

\[
\tilde{f}_{k+1}^p(\mathbf{z}_{k+1}) = \sum_{i=1}^{L_x} \sum_{i=1}^{L_w} \omega^{(i)} \cdot \delta \left( \mathbf{x} - a(\mathbf{z}_k^{(i)}, \mathbf{w}_k) \right),
\]

where \( L_x \) and \( L_w \) denote the number of samples for \( \tilde{f}_k^p(\mathbf{x}_k) \) and \( \tilde{f}_k^w(\mathbf{w}_k) \). The predicted density \( \tilde{f}_{k+1}^p(\mathbf{z}_{k+1}) \) is a Dirac mixture density with \( L_x \cdot L_w \) components. Reduction of complexity is realized by approximation of \( \tilde{f}_{k+1}^p(\mathbf{z}_{k+1}) \) by a new density \( \tilde{f}_{k+1}^p \). In order to obtain progressive reduction, the amount of Diracs \( L_p \) of \( \tilde{f}_{k+1}^p(\mathbf{z}_{k+1}) \) is subject to \( L_p \leq L_x \).

**B. Reduction of Dirac Components**

An approximation of a Dirac mixture density by another Dirac mixture density can be calculated analytically. As described above, this is done by minimizing the modified Cramér-von Mises Distance with respect to the Dirac positions. Since this distance is based on the introduced LCD, we define the LCD of a Dirac mixture density by applying (5) on (4), which results in

\[
\tilde{F}(\mathbf{m}, b) = \sum_{j=1}^{L} \omega_j \prod_{k=1}^{N} \exp \left( -\frac{1}{2} \frac{(m^{(j)} - m(k))^2}{b^2} \right).
\]

Given the LCD \( \tilde{F}(\mathbf{m}, b) \) of the \( N \)-dimensional Dirac mixture density \( f^p(y) \), the LCD \( \tilde{F}(\mathbf{m}, b) \) of its approximation \( \tilde{f}^p(x) \), and the weighting function

\[
\omega(b) = \begin{cases} \frac{1}{b_{max}}, & b \in [0, b_{max}], \\ 0, & \text{elsewhere} \end{cases}
\]

...
the modified Cramér-von Mises Distance is defined by

\[ D = \int_0^{b_{max}} (D_1 - 2D_2 + D_3) \, db, \]

with

\[
\begin{align*}
D_1 &= \frac{2}{\pi} \sum_{i=1}^{L_{\xi}} \sum_{j=1}^{L_{\eta}} \omega_i \omega_j \exp \left( -\frac{1}{4b^2} \sum_{k=1}^{N} (y_i(k) - y_j(k))^2 \right), \\
D_2 &= \frac{2}{\pi} \sum_{i=1}^{L_{\xi}} \sum_{j=1}^{L_{\eta}} \omega_i \omega_j \exp \left( -\frac{1}{4b^2} \sum_{k=1}^{N} (x_i(k) - x_j(k))^2 \right), \\
D_3 &= \frac{2}{\pi} \sum_{i=1}^{L_{\xi}} \sum_{j=1}^{L_{\eta}} \omega_i \omega_j \exp \left( -\frac{1}{4b^2} \sum_{k=1}^{N} (x_i(k) - y_j(k))^2 - \frac{1}{4b^2} \sum_{k=1}^{N} (y_i(k) - x_j(k))^2 \right),
\end{align*}
\]

where \( i \) and \( j \) denote the Dirac components, \( \omega_i \) and \( \omega_j \) the component specific weights, and \( k \) indicates the dimension. For large \( b_{max} \) the following closed-form expression is given by

\[ D_1 = \frac{2}{\pi} \sum_{i=1}^{L_{\xi}} \sum_{j=1}^{L_{\eta}} \omega_i \omega_j \left( 4b_{max}^2 - C_i(T_{ij} + T_{ij} \log(T_{ij})) \right), \]

with the constant \( C_i = \log(4b_{max}^2) - \Gamma \) and \( T_{ij} = \sum_{k=1}^{N} (y_i(k) - y_j(k))^2 \). \( \Gamma \approx 0.5772 \) denotes the Euler gamma constant. Closed-form expressions of \( D_2 \) and \( D_3 \) are obtained analogously.

In order to obtain the gradient of \( D_1 \), the partial derivative of \( \log \) has to be determined with respect to positions of the Dirac components \( \xi_{\xi}^k \) of \( f_\xi(\xi) \). Since \( D_1 \) is constant in terms of \( \xi_{\xi}^k \), only \( D_2 \) and \( D_3 \) have to be differentiated. Hence, the gradient is given by

\[ G_{\xi}^{(q)} = \frac{\partial D}{\partial x_{\xi}^{(q)}} = \int_0^{b_{max}} 2b \pi \sum_{i=1}^{L_{\xi}} \sum_{j=1}^{L_{\eta}} \omega_i \omega_j \left( \frac{\partial D_1}{\partial x_{\xi}^{(q)}} - 2 \frac{\partial D_2}{\partial x_{\xi}^{(q)}} \right) \, db. \]

A closed-form expression can be derived for large \( b_{max} \), which is given by

\[
\begin{align*}
G_{\xi}^{(q)} &= \frac{\pi \hat{b}}{2} \omega_i \left( \sum_{i=1}^{L_{\xi}} \omega_i \left( x_{\xi}^{(q)} - x_i^{(q)} \right) \right) \\
&\quad \times \log \left( \sum_{k=1}^{N} \left( x_i^{(k)} - x_i^{(k)} \right)^2 \right) + C_b \sum_{i=1}^{L_{\xi}} \omega_i \left( x_{\xi}^{(q)} - x_i^{(q)} \right) \right) \\
&\quad - 2 \cdot \frac{\pi \hat{b}}{2} \omega_i \left( \sum_{i=1}^{L_{\xi}} \omega_i \left( x_{\xi}^{(q)} - y_j^{(q)} \right) \right) \\
&\quad \times \log \left( \sum_{k=1}^{N} \left( x_i^{(k)} - y_j^{(k)} \right)^2 \right) + C_b \sum_{i=1}^{L_{\xi}} \omega_i \left( x_{\xi}^{(q)} - y_j^{(q)} \right) \right) \right),
\end{align*}
\]

for the component index \( \xi = 1, \ldots, L_{\xi} \) and the dimension index \( \eta = 1, \ldots, N \).

Moving towards \( H \) within the prediction horizon results in an exponential increase of predicted states. Hence, a decreased amount of Dirac components should be used in a suitable way until \( L_{\xi} = 1 \) is reached and henceforth \( \xi_{\xi+1} = \xi_{\xi+1} \) for \( i < H \). Subsequent prediction steps are treated in a deterministic manner.

C. Calculation of the Expected Value

Given the current state estimate \( \xi_k \), characterized by the probability density \( f_k(\xi_k) \), the expected value is defined by

\[ E\{g(\xi_k, u_k)\} = \int g(\xi_k, u_k) \cdot f_k(\xi_k) d\xi_k. \]

For \( f_k(\xi_k) \) approximated by the Dirac mixture \( \hat{f}_k(\xi_k) \), the expected value can be expressed as

\[ E\{g(\xi_k, u_k)\} = \sum_{j=1}^{L} \omega_j g(\xi_j^{(j)}, u_k), \]

i.e., the weighted sum of individually evaluated component positions \( \xi_j^{(j)} \).

D. Complexity Analysis

Since the system state is being predicted over the entire \( H \) step horizon for all \( |U| \) inputs, a brute force realization, i.e., calculation of the entire search tree, leads to exponential complexity \( \mathcal{O}(|U|^H) \). Therefore, we emphasize to use a branch-and-bound algorithm. For an efficient depth first search implementation in the context of MPC dealing with discrete control inputs, we refer to [18].

The introduced stochastic prediction including component reduction can be calculated in \( \mathcal{O}(N \cdot L_{\tilde{p}} \cdot L_x \cdot L_w) \). For predictions with a large number of Diracs, we refer the reader to [19], where a method is introduced that avoids expansion of the joint probability and, hence, decreases the calculation time to \( \mathcal{O}(q \cdot N \cdot L_{\tilde{p}} \cdot (L_x + L_w)) \). Unfortunately this method requires numerical integration using \( q \) integration points. When assuming small \( L_x, L_w \), and thus, small \( L_{\tilde{p}} \), the introduced analytical method is more efficient.

V. Simulations

In order to illustrate the advantages of using the presented stochastic NMPC based on progressive density simplification (PDS-SNMP), we implemented the introduced algorithms based on deterministic Dirac mixture densities and conducted several simulations. The considered simulation scenario is illustrated in Fig. 2, where a miniature walking robot has
to follow a given reference path, which is obstructed by obstacles. The system is given by the example system (1) and (2) with a set of the three control inputs

$$\mathcal{U} = \left\{ \begin{bmatrix} 60 \text{ mm} \\ 60 \text{ mm} \\ 0 \end{bmatrix}, \begin{bmatrix} 60 \text{ mm} \\ 60 \text{ mm} \\ \pm 25^\circ \end{bmatrix} \right\}. $$

We assume a zero-mean Gaussian white noise for $w_k = [w^x_k, w^y_k, w^\phi_k]^T$ and $v_k$. The corresponding standard deviations are given by $\sigma^x_k = \sigma^y_k = 3.5 \text{ mm}$, $\sigma^\phi = 1^\circ$, and $\sigma^v = 5 \text{ mm}$, respectively.

The value function is defined by

$$g_k(x_k, u_k) = \begin{cases} -4 & \text{if true(“} x_k \text{ in obstacle”)} \\ c_m + c_d + c_\alpha & \text{otherwise} \end{cases},$$

where $c_m = -0.1$ denotes the fixed motion cost. The distance cost is given by $c_d = -0.1 \cdot D(x_k)/200$, where $D(\cdot)$ denotes the distance between robot and reference path. Hence, the one-step cost doubles if the robot diverges from the reference path for more than 200 mm. Finally, $c_\alpha = -0.1 \cdot \alpha^2/\pi$ defines the orientation cost. The simulation stops whenever the cumulative cost exceeds $c_{\alpha, \text{max}} = -4$, i.e., 40 steps cannot be exceeded and a collision terminates the run.

The assumed scenario contains two major difficulties. One subsection of the reference path is closely surrounded by obstacles and since the system is noise-corrupted, there is a high probability to hit an obstacle while directly following this path. Another subsection is obstructed with a dead end, which has to be avoided.

For comparison, a deterministic NMPC method was implemented, as well as two stochastic NMPC controller—namely, a controller based on the Extended Kalman Filter and a controller based on deterministic Dirac mixture densities with a constant number of 20 Dirac components. Evaluation for Gaussian densities was performed by Monte-Carlo sampling with 100 randomly drawn particles.

In order to preserve fair comparison, state estimation was performed by a particle filter with 500 particles and sequential importance resampling [20] in the case of the NMPC methods based on Dirac mixtures and in case of the deterministic NMPC. The state estimate $\hat{x}_k$ is transformed in every time step $k$ into the specific representation, i.e., a deterministic Dirac Mixture and the expected value $E\{\hat{x}_k\}$, respectively. The EKF-based approach uses the Extended Kalman Filter for estimation and, hence, $\hat{x}_k$ is applied directly by the controller.

The proposed method was used in a 7 step horizon setup with $L_x = \{25, 20, 14, 8, 1, 1, 1\}$ Dirac components. The deterministic NMPC was used with an 8 step horizon. Both,
the EKF-based controller and the deterministic Dirac mixture approach with a constant component number, were utilized with the short horizon of 4 time steps, which is caused by the expensive calculation. While the first suffers from an expensive evaluation of the value function, the second has to deal with a costly prediction.

We conducted 100 Monte-Carlo simulations for each of the compared methods. The results are summarized in Table I. The trajectories of 25 runs are shown in Fig. 3. As can be easily seen, the deterministic NMPC never avoids the narrow path and hence, often hits an obstacle. However, even if the first obstacle is passed the robot is sometimes led into an obstacle, due to the ignorance of disturbances affecting the system. A similar behavior can be seen for both stochastic NMPC controller that use a short prediction horizon. They perfectly avoid the narrow path, but as the short horizon is not fully able to detect the dead end in time, the robot is not always able to avoid all obstacles. Furthermore, due to the short horizon, the second obstacle is mostly bypassed by an expensive route, as the controller can not anticipate the turn of the reference path. In comparison, the proposed approach avoids the narrow path because of the stochastic prediction, but is also able to detect the dead end early. Knowledge about distant areas leads to avoidance of the obstacle, mostly by the cheap bypass route.

VI. CONCLUSIONS

In this paper, a novel approach for open-loop Stochastic Nonlinear Model Predictive Control for time-variant systems with a continuous state space and a finite set of control inputs is presented. We propose to approximate occurring probability densities by deterministic Dirac mixture densities. This parametric density representation enables an efficient evaluation of arbitrary value functions. Moreover, the approximation quality and complexity are naturally controlled by the amount of Dirac components. Stochastic density prediction is progressively transformed over the prediction horizon into deterministic state propagation by means of reduction of the density resolution associated with a shrinking conservativeness. By exploiting the characteristics of deterministic Dirac mixture densities, progressive reduction of Dirac components leads to a point estimate and hence, conversion into the deterministic case is performed automatically. In this way, this approach uses direct incorporation of uncertainties, however, still offers a long prediction horizon. The effectiveness of the presented NMPC approach, as well as the importance of consideration of noise and remote future states are illustrated with simulations of a miniature walking robot following an obstructed path.
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