Recursive Fusion of Noisy Depth and Position Measurements for Surface Reconstruction
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Abstract—We propose an algorithm to combine both depth and position measurements when estimating a continuous surface. Position measurements originate from a fixed point on the surface, whereas depth measurements are determined by the intersection of the surface with a line originating from the depth sensor. Through fusion of both types of measurements, it is possible to benefit from the advantages of different sensors. The surface is obtained through interpolation of control points with splines, which allows a compact representation of the surface. In order to simplify the problem of intersecting the surface with lines originating from the depth sensor, we propose the use of polar or spherical coordinates in surface parameterization. The presented algorithm can be applied in both 2D and 3D settings and is independent of the particular choice of sensors. Our method can recursively include new information as it is obtained by using nonlinear filtering and it considers uncertainties associated with the measurements.

Index Terms—depth camera, stereo camera, surface estimation, spline, point cloud, tracking

I. INTRODUCTION

Many applications require the reconstruction of surfaces based on noisy measurements. For example, various medical applications require the reconstruction of the surface of organs [1], [2], [3]. It is also a relevant topic in other areas such as robotics [4] and computer graphics [1], [5].

For reconstructing a surface, we consider two different types of measurements. First, there are position measurements originating from a certain point located at a fixed position on the surface. Position measurements are typically obtained from landmarks on the surface, for example structured regions that allow 3D reconstruction with a stereo camera system. Second, there are depth measurements that do not originate from a fixed point on the surface and only depend on the distance of a certain point in space to the surface along a given line. Depth measurements can be obtained from depth sensors such as time-of-flight (TOF) cameras or sensors based on structured light such as the Microsoft Kinect.

While position measurements are typically sparse but highly accurate, depth measurements tend to be more plentiful, but less accurate and more susceptible to noise. On the one hand, stereo camera systems may have a high resolution, but perform poorly in non-structured areas. On the other hand, TOF sensors can handle uniform surface areas, but have comparatively limited resolution and accuracy. Thus, it is desirable to combine both types of measurements in order to achieve a more accurate and robust reconstruction of the surface compared to one type of measurements alone. Fusion of information from different types of sensors allows to alleviate the disadvantages of any given sensor type.

Many practical applications are not limited to a static scenario, because the sensors and the surface move relative to each other. Furthermore, the surface may deform and change shape over time. Consequently, our goal is to track surface position and shape over time and to include new information recursively as it is obtained. A priori knowledge may be included to predict the evolution of the surface into the future.

We now outline our main contribution. In this paper, we introduce a novel method for surface reconstruction that is suitable for both 2D and 3D applications. The proposed method combines depth and position measurements to recursively estimate the state of the surface while considering uncertainties. It is independent of the choice of sensors and can be employed in a wide area of applications. Our method is based on a spline representation of the surface whose parameters are recursively estimated using nonlinear filtering techniques. There are separate measurement equations for depth and position measurements in order to deal with their individual characteristics.

The paper is structured as follows. In Sec. II, we give an overview of previous work in the area of surface reconstruction. The required prerequisites are introduced in Sec. III. Our method is derived for the 2D case in Sec. IV and adapted to the 3D case in Sec. V. We propose some further enhancements in Sec. VI and evaluate the proposed algorithms in simulations in Sec. VII. Finally, we form a conclusion in Sec. VIII.

II. RELATED WORK

Traditional methods for surface reconstruction rely on position measurements exclusively. For example, Hoppe et al. presented a method to reconstruct a surface based on unorganized points [5]. As a result of the increasingly widespread use of depth cameras, algorithms based on depth measurements exclusively have been introduced, for example Kinect Fusion [6].
However, approaches that try to combine both types of measurements are still fairly new. In 2008, Guan et al. proposed the use of a graph-cut algorithm to obtain iso-probability surfaces in a probabilistic space occupancy grid [7]. In 2011, Zhu et al. presented an approach based on Markov Random Fields to combine measurements from a stereo camera system and a time-of-flight (TOF) camera while considering the respective uncertainties of both sensor types [8].

There are different ways for representing the reconstructed surface. Depth sensors usually provide depth maps or point clouds as raw data, but a more sophisticated representation is desired. One common approach is to use spatial discretization and represent the surface as voxels [6], [7]. However, voxel-based approaches typically require a lot of memory and computational power if a high resolution is to be achieved. Another common approach is to use triangular meshes [1]. While triangular meshes are usually more computationally efficient than voxels, they require a large number of triangles to provide a satisfactory reconstruction of rounded shapes. An alternative is to describe the surface as a spline, which can be stored in a very compact form as it is uniquely defined by a small number of control points [9], [10]. Splines are very suitable for smooth surfaces without rough edges. Unlike voxels or triangular meshes, splines can be evaluated at an arbitrary resolution and still appear smooth. Stochastic formulations of splines have previously been used by [11]. Gaussian processes can also be used to model uncertain surfaces [12].

III. PREREQUISITES

Before describing our method for surface reconstruction, we introduce some prerequisites.

A. Interpolation

Let \( p_1, \ldots, p_m \in \mathbb{R}^n \) and \( f_1, \ldots, f_m \in \mathbb{R} \). The goal of interpolation is to find a function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) with \( f(p_i) = f_i \) for \( 1 \leq i \leq m \) where \( f \) is smooth in some sense. There are various different types of interpolation functions. An overview can be found in [10]. Our proposed method does not depend on a particular choice of the interpolation method. For later use, we define a function

\[
\text{interpolate} : \left((\mathbb{R}^n)^m \times \mathbb{R}^m\right) \rightarrow (\mathbb{R}^n \rightarrow \mathbb{R}),
\]

\[
(p_1, \ldots, p_m; f_1, \ldots, f_m) \mapsto f ,
\]

which maps points \( p_1, \ldots, p_m \) and values \( f_1, \ldots, f_m \) to their interpolating function \( f \in (\mathbb{R}^n \rightarrow \mathbb{R}) \).

For the purpose of our experiments, we decided to use Radial Basis Functions (RBF) [2], [13] for interpolation, because they are easy to calculate and are applicable for any dimension \( n \). The interpolating function \( f \) is given by

\[
f(p) = \sum_{j=1}^{m} c_j \cdot \phi(||p - p_j||) ,
\]

where \( \phi : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R} \) is the basis function and \( c_1, \ldots, c_m \in \mathbb{R} \) are weighting coefficients. A popular choice of basis function is the thin plate spline (TPS):

\[
\phi(x) = \begin{cases} 
  x^2 \log x , & x > 0 \\
  0 , & x = 0 .
\end{cases}
\]

The weighting coefficients \( c_1, \ldots, c_m \) can be obtained by solving the system of \( m \) linear equations

\[
f_i = \sum_{j=1}^{m} c_j \cdot \phi(||p_i - p_j||) , \quad 1 \leq i \leq m .
\]

The algorithm is given in Fig. 1. We show an example of the interpolation produced by this algorithm in Fig. 2.

B. Polar and Spherical Coordinates

While many common approaches rely on Cartesian coordinates exclusively, we use polar coordinates (in 2D) and spherical coordinates (in 3D) to simplify certain computations
similar to [14]. The transformation between Cartesian and polar coordinates is given by
\[
\begin{align*}
x &= r \cos(\phi), \\
y &= r \sin(\phi),
\end{align*}
\]
and
\[
\begin{align*}
r &= \sqrt{x^2 + y^2}, \\
\phi &= \text{atan2}(y, x).
\end{align*}
\]

For spherical coordinates, there are several common definitions. We use the convention
\[
\begin{align*}
x &= r \cos(\theta) \cos(\phi), \\
y &= r \cos(\theta) \sin(\phi), \\
z &= r \sin(\theta),
\end{align*}
\]
and
\[
\begin{align*}
r &= \sqrt{x^2 + y^2 + z^2}, \\
\phi &= \text{atan2}(y, x), \\
\theta &= \text{arcsin}(z/r).
\end{align*}
\]

C. State and System Representation

For describing the estimate of the reconstructed surface at time step \(k\), we use a state vector \(x_k^p \in \mathbb{R}^l\). The uncertainty of the estimate at time step \(k\) is given by the covariance matrix \(C_k^e\). A system model
\[
x_{k+1}^p = a_k(x_k^p) + \xi_k
\]
with system function \(a_k : \mathbb{R}^q \rightarrow \mathbb{R}^q\) and additive Gaussian noise \(\xi_k \sim \mathcal{N}(0, C_k^e)\) can be used to describe the evolution of the state \(x_k\). If the system model is linear, a Kalman filter [15] can be used to perform the prediction. Otherwise a nonlinear filter such as the unscented Kalman filter (UKF, [16]) may be applied. If the system does not follow any known dynamics, a random walk model may be used. In static cases, where the surface does not change over time, prediction may be omitted. As our approach for estimating the reconstructed surface is independent of the particular details of the system model, we will focus on the measurement model from now on.

IV. SURFACE RECONSTRUCTION IN 2D

Let us first consider the 2D case. Although the 2D case might not seem relevant at first, there are actually a number of applications for 2D surface reconstruction. For example, LiDAR (light detection and ranging) sensors are commonly used in robotics and allow the reconstruction of obstacles as surfaces in 2D [17].

A. Position Measurements

We consider a set of \(l\) landmarks on the surface. For tracking these landmarks, we define the state vector at time step \(k\) as
\[
x_k = \begin{pmatrix} x_{k,1}^1, x_{k,2}^1, \ldots, x_{k,1}^l, x_{k,2}^l \end{pmatrix}^T \in \mathbb{R}^{2l},
\]
where \(x_{k,a}^{b} \) represents the position of landmark \(a \in \{1, \ldots, l\}\) in dimension \(b \in \{1, 2\}\) at time step \(k\). In this case, the measurement model is trivially given by
\[
\hat{y}_k = I_{2l \times 2l} \cdot x_k + \nu_k,
\]
where \(I_{2l \times 2l} \in \mathbb{R}^{2l \times 2l}\) is the identity matrix. \(\hat{y}_k\) is the measurement at time step \(k\), and \(\nu_k\) is additive Gaussian noise with \(\nu_k \sim \mathcal{N}(0, C_k^w)\). As the measurement equation is linear, a Kalman filter [15] can be used to perform the measurement update. The surface \(s_k\) at time step \(k\) can be found by performing an interpolation through the currently estimated positions of the landmarks with any suitable interpolation method.

B. Depth Measurements

In addition to the position measurements, we now want to include depth measurements. For the moment, we assume a single depth camera. Without loss of generality, we define it to be located in the origin of the coordinate system and facing towards \((1,0)^T\). We further assume that the depth camera can obtain \(r\) depth measurements \(\tilde{z}_1, \ldots, \tilde{z}_r\) at \(r\) different angles \(\alpha_1, \ldots, \alpha_r\). These angles are typically evenly spread across the depth camera’s field of view. Consequently, the measurement equation has to calculate the intersections of the line at angle angles \(\alpha_1, \ldots, \alpha_r\) with the surface. Depending on the surface representation, calculating this intersection can be very difficult. One of the key ideas of our approach is to use polar coordinates, which nicely circumvents this problem. If we parameterize the surface as a function \(s_k : \mathbb{R} \rightarrow \mathbb{R}\) which maps angles \(\alpha\) to distances \(s_k(\alpha)\), the intersection for the lines at angles \(\alpha_1, \ldots, \alpha_r\) are trivially calculated as \(s_k(\alpha_1), \ldots, s_k(\alpha_r)\).

This yields the measurement equation
\[
\hat{z}_k = \begin{pmatrix} \tilde{z}_1 \\ \vdots \\ \tilde{z}_r \end{pmatrix} = \begin{pmatrix} s_k(\alpha_1) \\ \vdots \\ s_k(\alpha_r) \end{pmatrix} + \nu_k,
\]
\[
s_k(\alpha) = \text{interpolate}(p_k; f_k)(\alpha),
\]
\[
p_k = \begin{pmatrix} \text{atan2}(x_{k,1}^1, x_{k,2}^1) \\ \vdots \\ \text{atan2}(x_{k,1}^r, x_{k,2}^r) \end{pmatrix},
\]
\[
f_k = \begin{pmatrix} \left\| x_{k,1}^1 \right\| \\ \left\| x_{k,2}^1 \right\| \\ \vdots \\ \left\| x_{k,1}^r \right\| \\ \left\| x_{k,2}^r \right\| \end{pmatrix}
\]
with measurements \(\tilde{z}_k\) and Gaussian noise \(\nu_k \sim \mathcal{N}(0, C_k^w)\). The surface function \(s_k\) is derived from \(\tilde{z}_k\) by interpolation, which is in general nonlinear in \(\tilde{z}_k\). Thus, it is necessary to use a nonlinear filter to perform the depth measurement update. For example, the UKF [16], the S²KF [18] or the Gaussian filter introduced in [19] may be used.

C. State Augmentation

While it is possible to use depth measurements as just described, the achievable accuracy is still strongly limited by the number of position measurements. The reason for this
issue is the fact that the number of degrees of freedom of the reconstructed surface are determined by the number of position measurements. An example of this issue is depicted in Fig. 3.

As a result, we augment the state by additional control points that do not correspond to landmarks. One may be tempted to augment the state by the coordinates of points in $\mathbb{R}^2$, which lie on the surface. However, as these points are not located on a fixed position on the surface, their location cannot be uniquely determined from the measurements. Any position in space that leads to the same interpolated surface $s_k$ is just as reasonable to estimate as any other. Consequently, the problem is underdetermined and the state is not observable.

The key idea is to introduce additional nodes not as arbitrary points in $\mathbb{R}^2$ but in polar coordinates as depths at certain fixed angles $\varphi_1, \ldots, \varphi_d$. These angles are not part of the state, as they are not estimated but chosen as fixed values. This poses the question how to choose these angles. Simple approaches include random angles inside the camera’s field of view or angles that lie on an equally spaced grid. More sophisticated ways to choose appropriate angles are discussed in Sec. VI-B.

The measurement equation for depth changes to

$\hat{x}_k = \begin{pmatrix} \hat{z}_{k,1} \\ \vdots \\ \hat{z}_{k,d} \end{pmatrix} = \begin{pmatrix} s_k(\alpha_1) \\ \vdots \\ s_k(\alpha_r) \end{pmatrix} + w_k,$

$s_k(\alpha) = \text{interpolate}(p_k, f_k)(\alpha),$  

$p_k = \begin{pmatrix} \text{atan2}(x_{k,1}^{1,2}, x_{k,1}^{1,1}) \\ \vdots \\ \text{atan2}(x_{k,1}^{l,2}, x_{k,1}^{l,1}) \end{pmatrix},$

$\varphi_1, \ldots, \varphi_d,$

$f_k = \begin{pmatrix} \left\| x_{k,1}^{1,1} \right\| \\ \vdots \\ \left\| x_{k,1}^{l,1} \right\| \end{pmatrix},\ldots,\begin{pmatrix} \left\| x_{k,1}^{1,2} \right\| \\ \vdots \\ \left\| x_{k,1}^{l,2} \right\| \end{pmatrix} \ldots,\begin{pmatrix} \left\| x_{k,1}^{1,d} \right\| \\ \vdots \\ \left\| x_{k,1}^{l,d} \right\| \end{pmatrix},$  

which now includes the additional control points in the interpolation process.

V. Surface Reconstruction in 3D

For many applications that are relevant in practice, 3D surface reconstruction is required. Fortunately, the presented methods can easily be applied to a 3D setting as well.

To accommodate for the third dimension, a few changes are required. Positions in $\mathbb{R}^2$ are replaced with positions in $\mathbb{R}^3$ and polar coordinates are replaced with spherical coordinates. We also change the surface representation to a function $s_k : \mathbb{R}^2 \rightarrow \mathbb{R}$ that maps pairs of angles $(\alpha, \beta)$ to distances $s_k(\alpha, \beta)$. Once again we assume a single depth camera. Without loss of generality, it is located in the origin and facing towards $(1, 0, 0)^T$.

These modifications yield the state representation

$\tilde{x}_k = \begin{pmatrix} x_{k,1}^{1,1} \\ \vdots \\ x_{k,1}^{l,1} \\ \vdots \\ x_{k,1}^{1,2} \\ \vdots \\ x_{k,1}^{l,2} \\ \vdots \\ x_{k,1}^{1,d} \\ \vdots \\ x_{k,1}^{l,d} \end{pmatrix}^T \in \mathbb{R}^{2l+d},$

with identity matrix $I_{2l \times 2l} \in \mathbb{R}^{2l \times 2l}$ and zero matrix $0_{2l \times d} \in \mathbb{R}^{2l \times d}$, which just ignores the additional control points. The
where \( x^a_{k:b} \) represents the position of landmark \( a \) in dimension \( b \in \{1, 2, 3\} \) at time step \( k \). The angles of the additional control points \((\varphi_1, \theta_1), \ldots, (\varphi_d, \theta_d)\) are once again fixed and not part of the state. The measurement equation for positions is now
\[
\hat{y}_{k} = (I_{d \times w} \otimes 0_{d \times d}) E_k + L_k ,
\]
and the measurement model for depth is
\[
\hat{z}_k = \begin{pmatrix}
\hat{z}_k^1 \\
\vdots \\
\hat{z}_k^d
\end{pmatrix} = \begin{pmatrix}
s_k(\alpha_1, \beta_1) \\
\vdots \\
s_k(\alpha_r, \beta_r)
\end{pmatrix} + w_k ,
\]
\( s_k(\alpha, \beta) = \text{interpolate}(p_k; f_k)(\alpha, \beta) , \)
\( p_k = \begin{pmatrix}
\arctan2(x_k^1, x_k^1) \\
\arcsin\left(\frac{x_k^1}{\|x_k^1, x_k^2, x_k^3\|}\right) \\
\arctan2(x_k^1, x_k^2) \\
\arcsin\left(\frac{x_k^2}{\|x_k^1, x_k^2, x_k^3\|}\right) \\
\varphi_1 \\
\theta_1 \\
\varphi_d \\
\theta_d
\end{pmatrix} , \)
\( f_k = \begin{vmatrix}
\left\| x_k^1, x_k^2, x_k^3 \right\| \\
\left\| x_k^1, x_k^2, x_k^3 \right\| \\
\left\| x_k^1, x_k^2, x_k^3 \right\|
\end{vmatrix} , \)
where \((\alpha_1, \beta_1), \ldots, (\alpha_r, \beta_r)\) are the angles at which depth measurements are obtained.

VI. ENHANCEMENTS OF THE PROPOSED METHOD

In this section, we present several enhancements to the proposed method.

A. More Than One Depth Camera

We previously assumed that our surface was observed by just a single depth camera. This assumption can be dropped by transforming the depth measurements of additional cameras into the coordinate system of the first camera. The relation between the coordinate systems and the associated uncertainties can be obtained with standard camera calibration procedures [20].

B. Adaptive Addition of Nodes

When augmenting the state by adding control points, one has to choose the angles where the additional nodes should be located. In the 2D case, we need to determine angles \( \varphi_1, \ldots, \varphi_d \) and in the 3D case pairs of angles \((\varphi_1, \theta_1), \ldots, (\varphi_d, \theta_d)\). Simple approaches may involve picking these angles at random within the view of the depth camera or choosing angles that lie on a grid.

However, these choices are usually not optimal. Additional control points should be added adaptively in areas where the error is large or where the expected gain of accuracy is high. One approach for the 2D case is to calculate the RMSE (root mean square error) between estimate and measurement
\[
E_k(\alpha_i) = \sqrt{\frac{1}{\tau} \sum_{j=0}^{\tau-1} (s_k(\alpha_i) - \hat{z}_{k-j})^2}
\]
at time step \( k \) within a sliding window of length \( \tau \) for each angle \( \alpha_1, \ldots, \alpha_r \). A large RMSE suggests a control point at this position may be desirable and thus one should choose
\[
\varphi = \operatorname{arg\,max}_{1 \leq i \leq \tau} E_k(\alpha_i)
\]
as the angle of the new control point. This approach can easily be generalized to the 3D case.

C. Handling Missing Measurements

In a practical setting, both position and depth measurements may be missing, for example when a tracked landmark is occluded or when the depth sensor is unable to provide a valid depth measurement at a certain angle. It is possible to handle these cases with slight modifications to the proposed method. The measurement models for both position and depth can simply omit the entries of \( \hat{y}_k \) and \( \hat{z}_k \) that could not be measured at time step \( k \). Consequently, even a surface that is never visible as a whole at any given time step can be reconstructed over time.

VII. EVALUATION

In order to evaluate the proposed algorithm, we have performed several simulations. All simulations use the UKF [16] for nonlinear filtering. We use the following constants:

- initial state \( x^0_0 \): random between 0 and 1
- initial covariance: \( C_0^0 = \text{diag}(10) \)
- initial variance for additional nodes: 10
- noise covariance for position: \( C^w_i = \text{diag}(0.01) \)
- noise covariance for depth: \( C^w = \text{diag}(1) \)

For interpolation, we apply the RBF algorithm depicted in Fig. 1 and use a scaled version of the thin plate spline as the RBF:
\[
\phi(x) = \begin{cases}
(x/1000)^2 \log(x/1000), & x > 0 \\
0, & x = 0
\end{cases}
\]

A. Simulations in 2D

As a performance measure, we want to determine how similar the reconstructed surface is to the true surface. For this purpose, we choose evaluation angles \( \gamma_1, \ldots, \gamma_e \) and define the RMSE \( E_k \) of the estimated surface at time step \( k \) as
\[
E_k = \sqrt{\frac{1}{e} \sum_{i=1}^{e} (s_k(\gamma_i) - s_k^{\text{true}}(\gamma_i))^2}
\]
where $s^\text{true}_k(\cdot)$ is the true surface in polar coordinates. This can be interpreted as the error in depth, measured from the camera towards the surface.

We consider a depth camera with a viewing angle of $60^\circ$ and a resolution of $r = 25$ measurements at equidistant measurement angles. There are 26 evaluation angles, which are equidistant in a $72^\circ$ angle around the camera center, so we evaluate the extrapolation capability of the algorithm as well.

1) Static Case: The true surface that we try to estimate is given by

$$s^\text{true}_k(\gamma) = 11 + 2 \cos(9 \cdot \gamma)$$

and does not change with time. Thus, we omit the prediction step. This surface is the same as depicted in Fig. 3. We start out with $l = 4$ landmarks and no additional nodes. From time step $k = 10$ to time step $k = 20$ we add one node at each time step, so we have $d = 11$ additional nodes afterwards. The angles $\varphi_1, \ldots, \varphi_d$ are chosen deterministically and are evenly distributed across the camera’s view.

The simulation was carried out repeatedly and the median and mean RMSE of the results of 100 Monte Carlo runs are shown in Fig. 4a. As can clearly be seen, the error is very high until time step $k = 10$, because the surface description does not have sufficient degrees of freedom. After all additional nodes are added at $k = 20$, the estimate quickly converges to a point were it has a consistently low error.

2) Dynamic Case: We consider the same situation as in the static case except for the fact that the surface is now time-variant. The moving surface is given by

$$s^\text{true}_k(\gamma) = 11 + 2 \cos(9 \cdot \gamma) + \sin(0.1 \cdot k)$$

and the system model is assumed to be unknown. Consequently, we use a random walk model for prediction. The system noise is modeled by the covariance matrix $C^k = \text{diag}(0.1, \ldots, 0.1)$.

Once again, we performed 100 Monte Carlo runs and calculated the mean and median RMSE. The results are depicted in Fig. 4b. Overall the results look similar to the static case, but the overall RMSE is higher as is to be expected. From the deviation between mean and median it can be seen, that there are a few outliers, so estimation is not quite as robust as in the static case.

B. Simulations in 3D

Similar to the 2D case, we choose pairs of evaluation angles $(\gamma_1, \delta_1), \ldots, (\gamma_e, \delta_e)$ and define the RMSE $E_k$ at time step $k$ as

$$E_k = \sqrt{\frac{1}{c} \sum_{i=1}^{c} (s_k(\gamma_i, \delta_i) - s^\text{true}_k(\gamma_i, \delta_i))^2},$$

where $s^\text{true}_k(\cdot, \cdot)$ is the true surface in spherical coordinates.

We assume a depth camera with a horizontal and vertical viewing angle of $60^\circ$ a resolution of $25 \times 25$, so $r = 25^2 = 625$. The measurement angles are located on an equidistant $25 \times 25$ grid. For evaluation, we use vertical and horizontal angle of $72^\circ$ and $26 \times 26$ equidistant evaluation angles.

1) Static Case: Similar to the static 2D case, we consider a time-invariant surface. In spherical coordinates, it is given by

$$s^\text{true}_k(\gamma, \delta) = 12 + \sin(7 \cdot \gamma) + \sin(7 \cdot \delta).$$

Because the 3D surface has more degrees of freedom, we start with $l = 8$ landmarks. The initial situation is depicted in Fig. 5. Once again, we introduce $d = 11$ additional control points from time step $k = 10$ to $k = 20$. The pairs of angles $(\varphi_1, \theta_1), \ldots, (\varphi_d, \theta_d)$ are evenly distributed across the field of

![Fig. 4: Median and mean RMSE for each time step in the 2D case. Additional control points are inserted from time step $k = 10$ until $k = 20$.](image-url)
view of the camera in a deterministic way. The error can be seen in Fig. 6.

Our results from 100 Monte Carlo runs are shown in Fig. 7a. A comparison with Fig. 4a shows little difference to the 2D case, although the range of the values is different because a different surface is reconstructed.

2) Dynamic Case: For the dynamic 3D case we consider the time-variant surface

\[ s_{k,\text{true}}(\gamma, \delta) = 12 + \sin(7 \cdot \gamma) + \sin(7 \cdot \delta) + \sin(0.1 \cdot k) . \]

The system model is a random walk model with system noise \( C_k = \text{diag}(0.1, \ldots, 0.1) \). Fig. 7b shows the results from 100 Monte Carlo runs. This simulation demonstrates that our methods works almost as well in a dynamic as in a static setting.

VIII. CONCLUSION

We have presented an algorithm for recursively combining depth and position measurements for surface reconstruction under consideration of uncertainties. Surface representation as a spline allows for a compact state representation. The measurement equation for position is trivial and the measurement equation for depth can be calculated easily if polar or spherical coordinates are used.

Through evaluation in simulations we have shown the viability of our approach in both 2D and 3D settings for static as well as dynamic surfaces. Our experiments clearly demonstrate the benefits of adding additional control points in order to better incorporate depth measurements.
(b) Dynamic case.

Future research may include more sophisticated ways to insert additional control points. A practical application of the presented algorithm in a medical setting is planned.
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