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Abstract—Image stabilization is relevant for various industrial
and medical applications. In particular, we consider the use of
image stabilization in robotic beating heart surgery. A robot,
which is remotely controlled by the surgeon, can automatically
compensate for the motion of the beating heart. To give the
surgeon the illusion of operating on a stationary heart, a stabilized
image of the beating heart is shown to the surgeon. Image
stabilization cancels the unwanted motion of the heart, but
retains changes to color and texture, for example cuts on the
heart surface. In this paper, stabilization is first considered as a
2D image transformation problem. Subsequently, it is extended
to stabilization of a 3D point cloud or surface. The proposed
algorithms are evaluated in both ex-vivo and in-vivo experiments.
In the evaluation, the stabilization quality achievable with several
common interpolation functions is compared.

Keywords—interpolation, point cloud, surface reconstruction,
coronary artery bypass graft, motion cancellation

I. INTRODUCTION

Image stabilization has various applications, e.g., stabi-
lizing videos recorded with hand-held cameras or industrial
applications that involve handling of deformable objects. More
specifically, motion is to be removed, but, changes in appear-
ance or should remain visible. In particular, image stabilization
is useful for medical image processing where the natural
motion of organs as result of heartbeat and respiration is to
be canceled. In the medical context, motion is caused by
non-uniform deformation of tissue. Consequently, traditional
techniques to remove camera motion (e.g., affine or projective
transformations) are insufficient.

A particularly relevant application of image stabilization
is beating heart surgery as proposed by Nakamura et al. [1].
Surgery on the heart, for example coronary artery bypass
graft (CABG), is commonly performed by a procedure called
cardiopulmonary bypass (CPB). The heart is stopped and a
heart-lung machine is used for the duration of the operation.
This approach poses increased risk for the patient such as
anemia and cellular hypoxia [2]. However, performing surgery
on the beating heart is very demanding for the surgeon.
Therefore, Nakamura et al. suggested to use a teleoperated
robot that automatically compensates for the heart motion
and to present a stationary picture to the surgeon [1]. The
techniques described in this paper can be used to obtain a
stationary view of the beating heart.

In previous work, different approaches have been attempted
to create a stabilized view of the beating heart. We give an

overview of the most significant contributions in this area.
Temporal sub-sampling can be used to only show the heart
when it is at the desired position. Experiments with a ECG-
triggered stroboscopic light have been performed, but the
results were unsatisfactory [3].

Some researchers try to use a global transformation for
image stabilization. For example, Stoyanov et al. [4] describe
a method that is based on moving a virtual camera in order to
compensate for the motion of the heart. Because the heart is
affected by non-uniform deformations, global transformations
only provide a limited amount of stabilization [5].

To account for the non-uniform deformation of the heart,
local transformations have been proposed. In [5], a geometric
transformation based on linear interpolation within the tri-
angles of a Delaunay triangulation is presented. A tracking
approach based on thin plate splines is proposed in [6]. Thin
plate splines describe the deformation of every point on the
surface and can also be used for image stabilization.

Because geometric transformations do not necessarily cor-
respond to physically plausible deformations, an image sta-
bilization approach based on a physical model has been
suggested in [7]. The physical model describes the heart as
an elastically deformable object that is acted upon by outside
forces. A refined version that includes automatic adaptation of
the model has been published in [8].

Our contribution in this paper consists of the following. We
describe a general approach to achieve image stabilization in
both 2D and 3D, which is based on interpolation. Furthermore,
we compare the 2D and 3D methods as well as several com-
monly used interpolation functions. We evaluate the different
techniques not only ex-vivo with an artificial heart, but also in
an in-vivo experiment with a real porcine heart.

II. POINT CORRESPONDENCES

All of the 2D and the 3D approaches presented in this paper
rely on a set of known point correspondences between the
reference image and the current image. Point correspondences
can be obtained by tracking the movement of certain points
on the surface. These points can either be natural or artificial
landmarks. Various approaches for tracking natural landmarks
on the heart surface have been proposed, for example [9], [5],
and [10], but regions with insufficient texture and specular re-
flections make reliable tracking of natural landmarks difficult.
This issue can be avoided by using artificial landmarks that
are designed to be reliably tracked. To present our method,



Fig. 1. Heart phantom and porcine heart with artificial landmarks as seen
by the camera system.

we only consider artificial landmarks in the experiments (see
Fig. 1), but we would like to emphasize that the described
methods are not limited to scenarios with artificial landmarks.
They could be applied in the presence of natural landmarks
just as well, assuming a reliable algorithm for tracking natural
landmarks is given. We discuss the tracking of landmarks in
more detail in [11].

Tracking can be performed either in 2D or in 3D. If a
3D stabilization is to be used, three-dimensional tracking of
the landmarks is necessary. A dense 3D reconstruction of the
surface is not required. 2D stabilization can be performed in
conjunction with either 2D or 3D tracking schemes. If 3D
tracking is used with 2D stabilization, the 3D points are back-
projected into the 2D images in order to obtain the required
2D point correspondences.

While it is possible to obtain the coordinates of the
landmarks directly from the images, it is beneficial to use
a stochastic model to describe their movement. A stochastic
model can handle uncertainties as well as noisy measurements
and can combine the information from several sensors [12].
Furthermore, it allows tracking even when some or all of the
landmarks are occluded. Robust handling of occlusions is of
particular importance in a clinical setting, since blood, smoke,
or surgical instruments may temporarily occlude some of the
landmarks. Models based on Fourier series have been proposed
by Richa et al. [13]. Ortmaier et al. have suggested a prediction
scheme based on Takens’ Theorem [14]. We use a model that
takes physical knowledge about the heart into account. Our
model is based in a system of partial differential equations
that consider the heart as a linear elastic physical body. A more
detailed description can be found in [15]. The model provides
an estimate of the position of all landmarks at each time step,
even when some or all landmarks are currently occluded.

III. 2D STABILIZATION

The general objective of image stabilization is to remove
motion from a video stream while preserving changes to
color and texture. Changes in illumination and reflections will
remain visible, unless further measures are taken to remove
them. We avoid the issue of motion blur by assuming the
exposure time is sufficiently small such that motion blur
is negligible. In situations where this assumption cannot be
fulfilled, motion blur may be removed with deconvolution [16].

A reference image from a certain time step is given and
information from the current image is transformed to appear in
the reference image. This problem formulation is independent
of the particular details of the application. Even though we

only consider images obtained with color cameras, image
stabilization can also be applied to images obtained by other
means, for example X-ray, ultrasound or magnetic resonance
imaging.

The goal of 2D image stabilization is finding a mapping

f : R2 → R2, [x, y]T = f(x′, y′) ,

which transforms coordinates [x′, y′]T in the reference image
to coordinates [x, y]T in the current image. One should be
aware that f is not necessarily invertible, so this is not in
general equivalent to finding a mapping from the current image
to the reference image.

A. Proposed Approach

The marker tracking gives a set of m correspondences

{(xi, yi, x′i, y′i) | 1 ≤ i ≤ m}

between the current and the reference image. As the image is
supposed to be warped to the reference image, the function f
should interpolate these corresponding points, i.e., the equation

[xi, yi]
T = f(x′i, y

′
i), 1 ≤ i ≤ m

should be fulfilled. Thus, the problem of image stabilization is
reduced to the problem of scattered data interpolation. In some
cases, approximation of the point correspondences according
to [xi, yi]

T ≈ f(x′i, y
′
i), 1 ≤ i ≤ m might be considered

instead of exact interpolation.

Some methods for interpolation or approximation are only
capable of representing functions Rn → R, but a mapping
R2 → R2 is required for 2D image stabilization. This can be
achieved by considering two separate mappings x = f1(x

′, y′)
and y = f2(x

′, y′).

B. Approximation and Interpolation Functions

The function f can be chosen from different families
of functions. Different types of functions suitable for image
warping are reviewed in [17], [18], and [19]. We compare
several possible alternatives that are suitable to the problem of
image stabilization in a medical context. While there are many
different ways to perform interpolation, we restrict ourselves
to methods that are fairly common in the medical context,
easy to implement and fast enough for real-time applications.
Furthermore, we only consider methods that can be used based
on point correspondences. Our comparison does not claim to
be an exhaustive review of all known interpolation methods.

1) Affine Transformation: An affine transformation is given
by

f(x, y) = A ·
(
x
y

)
+ t ,

where A ∈ R2×2 is a non-singular matrix and t ∈ R2 is
a translation vector. Since affine transformations only have
six degrees of freedom, in general they only achieve approx-
imation, not interpolation. The parameters A and t can be
determined by a solving a linear least squares problem.



2) Piecewise Linear Transformation: In order to take local
differences into account, a Delaunay triangulation of the points
{(x′i, y′i | 1 ≤ i ≤ m)} in the reference image is calcu-
lated. Inside each triangle, linear interpolation is performed
by considering the plane that is determined by the three
corners of the triangle and the corresponding values of f . The
resulting surface is C0-continuous, but not differentiable. This
approach has previously been applied to the problem of image
stabilization for the beating heart [5].

3) B-Splines: B-Splines are commonly used for interpo-
lation, because they produce a C2-continuous surface. They
have previously been used for representing a beating heart
by Lau et al. [9]. However, applying B-Splines to scattered
data interpolation is not straightforward. An algorithm to
interpolate scattered points by using multiple levels of B-
Splines is presented in [20]. Our implementation is based on
this algorithm. An alternative approach to use B-Splines with
scattered data can be found in [21].

4) Radial Basis Functions (RBFs): The interpolation func-
tion is given by

f(x, y) =

m∑
i=1

aiφ

(∣∣∣∣∣∣∣∣(xy
)
−
(
xi
yi

)∣∣∣∣∣∣∣∣)
where a1, . . . , am are weights and φ : R≥0 → R is a radial
basis function. The weighting coefficients a1, . . . , am can be
obtained from the point correspondences by solving a linear
system of m equations. Some of the possible choices for the
radial basis function φ are:

• Locally supported functions, e.g.,

φ(r) =

{
1−

(
r
σ

)2 · (3− 2 rσ
)

r < σ

0 otherwise

with parameter σ > 0.

• Thin plate splines (TPS) [22], which have been used
by [6] for tracking of the beating heart

φ(r) =

{
r2 log r , r > 0

0 , r = 0
.

• Gaussian
φ(r) = e−r

2/σ2

with parameter σ > 0.

The continuity of the interpolation function f is equal to the
continuity of φ(||x||). It is common to consider an extended
version of f that includes an affine transformation

f(x, y) = r1 + r2x+ r3y +

m∑
i=1

aiφ

(∣∣∣∣∣∣∣∣(xy
)
−
(
xi
yi

)∣∣∣∣∣∣∣∣)
and that requires additional constraints

m∑
i=1

ai = 0 ,

m∑
i=1

aix = 0 ,

m∑
i=1

aiy = 0 .

An overview of all presented interpolation functions is
given in Table I. For each function type, the table describes
whether interpolation is achieved (or only approximation), the
continuity of the resulting function, and whether or not points
have global influence, i.e., whether changes to the value at any
given point affect the whole surface.

Function Type Interpol. Continuity Global
affine no C∞ yes
piecewise linear yes C0 no
B-Spline yes C2 yes
RBF (locally supp.) yes C1 no
RBF (TPS) yes C1 yes
RBF (Gaussian) yes C∞ yes

TABLE I. COMPARISON OF APPROXIMATION AND INTERPOLATION
FUNCTIONS.

C. Implementation

In general, the transformation does not yield integer coor-
dinates, so bilinear interpolation [23] is used to determine the
color of the transformed pixel. More sophisticated approaches
such as bicubic interpolation may be used at the cost of
increased computation time. In some cases, the transformation
might result in coordinates that lie outside the image. These
pixels cannot be warped and are colored black. Although most
of the proposed interpolation schemes allow for extrapolation,
we restrict image stabilization to the convex hull of all ref-
erence points, because stabilization quality is low in border
areas and it is reasonable to assume that the area of interest is
contained in the convex hull of all landmarks.

Input: current image Ic,
point correspondences {(xi, yi, x′i, y′i) | 1 ≤ i ≤ m}
Output: stabilized image Is
determine f such that [xi, yi]T = f(x′i, y

′
i), 1 ≤ i ≤ m;

for [x′, y′]T ∈ Is do
[x, y]T ← f(x′, y′);
if [x, y]T inside Ic then

Is(x
′, y′)← bilinearInterpolation(Ic, x, y);

end
else

Is(x
′, y′)← black;

end
end
Algorithm 1: Algorithm for 2D image stabilization.

IV. 3D STABILIZATION

There are certain limitations associated with 2D stabiliza-
tion. It does not take advantage of the additional information
that is available when 3D tracking is used. Furthermore,
2D stabilization does not consider movement in the third
dimension, which means that 3D deformations cannot be
described accurately. It is worth noting, however, that there are
enhancements of 2D warps that take perspective into account
[22]. Rather than trying to use 3D information in a 2D warp,
we present a true 3D solution in this section.

A. Proposed Approach

The idea of 3D stabilization is the following: A point
[x′, y′]T in the reference image is the projection of a point
(X ′, Y ′, Z ′)T on the reference 3D surface. A function

h : R3 → R3, [X,Y, Z]T = h(X ′, Y ′, Z ′)



then describes a mapping of [X ′, Y ′, Z ′]T on the reference 3D
surface to [X,Y, Z]T on the current 3D surface. This point
[X,Y, Z]T is projected to [x, y]T in the current image. Let

P =

(
p11 p12 p13 p14
p21 p22 p23 p24
p31 p32 p33 p34

)
∈ R3×4

be the projection matrix of the camera for homogeneous
coordinates and p : R3 → R2 with

p(X,Y, Z) =

(
p11X + p12Y + p13Z + p14
p21X + p22Y + p23Z + p24

)
p31X + p32Y + p33Z + p34

the projection function for non-homogeneous coordinates. For
reasons of simplicity, we assume that the lens distortion of
the cameras is negligible, so projection can be described by
a projection matrix in homogeneous coordinates. This is not
a restriction of the described method, which can easily be
applied to cameras with lens distortion (like endoscopes) as
well. Based on p(·, ·, ·), the following equations describe the
transformation between 2D coordinates [x, y]T and [x′, y′]T

[x, y]T = p(X,Y, Z) , (1)
[X,Y, Z]T = h(X ′, Y ′, Z ′) , (2)

[x′, y′]T = p(X ′, Y ′, Z ′) . (3)

Equation (1) is easy to calculate because p can be deduced
from P, which can be determined with a camera calibration
algorithm like [24], and [X,Y, Z]T can be obtained from (2).
Equations (2) and (3) can be solved as discussed in Sec. IV-B
and Sec. IV-C.

B. Interpolating the Displacement

The function h : R3 → R3 in (2) can be obtained similarly
to f in the 2D case. If point correspondences

{Xi, Yi, Zi, X
′
i, Y

′
i , Z

′
i | 1 ≤ i ≤ m}

are known, h can be calculated as an interpolating function,
e.g., as an RBF. If an interpolation method defined on R2 is to
be used (piecewise linear interpolation, multi-level B-Splines),
h can also be defined as a function h : R2 → R3 that does not
depend on Z ′.

Alternatively, the strain h at every point of the surface
can be derived from the physical model used for tracking
[7]. As the physical model already offers a description of
the 3D displacement at each surface point, it is not necessary
to interpolate the displacement. The physical model can be
adaptively refined in areas where the stabilization error is large.
The improved adaptive version of model based stabilization
has been published and evaluated in [8].

C. Reconstructing the 3D Surface

In order to calculate the transformation for arbitrary pixels
in the current image, it is necessary to reconstruct the 3D
surface. Reconstruction of the surface is required even if the
physical model from [15] is used, because the physical model
only describes the displacement of the surface, not the surface
itself.

It is assumed that the surface can be represented by a
function

s : R2 → R, Z ′ = s(X ′, Y ′)

in the chosen coordinate system. In the considered application,
this assumption is always fulfilled. Even though the heart
surface may slightly change during the course of an operation,
the surface is always representable by a function, since the
coronary artery bypass graft procedure does not involve any
deep cuts into the heart surface.

There are some known points {X ′i, Y ′i , Z ′i | 1 ≤ i ≤ m}
on the surface, so we can use any type of function suitable for
R2 → R interpolation to obtain the function s that describes
the surface.

D. Implementation

Once the surface is known, (3) can be solved. For a pixel
with coordinates (x′, y′)T it is possible to calculate the line of
all 3D points that are projected to this pixel and then obtain
(X ′, Y ′, Z ′)T as the intersection of that line with the surface.
However, this can be difficult to accomplish if a complicated
function s(·, ·) is used to describe the surface. Alternatively, a
point cloud of 3D points (X ′, Y ′, s(X ′, Y ′))T can be chosen
on the surface and projected into the image according to (1).
Points on the surface have to be chosen with sufficient density
to cover all image pixels. As long as the reference points do
not change, this only needs to be calculated once.

Because (x′, y′)T are not integer coordinates in general,
once again bilinear interpolation [23] is used when obtaining
the color of a pixel. For the same reasons as in the 2D case, we
restrict image stabilization to the convex hull of all reference
points.

Input: current image Ic, projection function p,
point correspondences
{(Xi, Yi, Zi, X

′
i, Y

′
i , Z

′
i )| 1 ≤ i ≤ m}

Output: stabilized image Is
determine h such that
[Xi, Yi, Zi]

T = h(X ′i, Y
′
i , Zi), 1 ≤ i ≤ m;

determine s such that Z ′i = s(X ′i, Y
′
i ), 1 ≤ i ≤ m;

Is ← black image;
for [X ′, Y ′, s(X ′, Y ′)]T on the surface do

[X,Y, Z]T ← h(X ′, Y ′, Z ′);
[x, y]T ← p(X,Y, Z);
[x′, y′]T ← p(X ′, Y ′, Z ′);
if [x, y]T inside Ic then

Is(x
′, y′)← bilinearInterpolation(Ic, x, y);

end
end
Algorithm 2: Algorithm for 3D image stabilization.

E. Applications of 3D Image Stabilization

As presented above, 3D Stabilization uses a 2D image as
an input and produces a 2D image as an output. Only the
intermediate step, where the interpolation is performed, takes
place in 3D. However, this is just a special case of what 3D
stabilization is capable of.

In some cases it might be desirable to produce a 3D view
of the stabilized image. For example, a surgeon could use a



Fig. 4. Heart phantom and porcine heart with camera system.

3D monitor or wear 3D glasses in order to see a stabilized 3D
image of the beating heart and take advantage of the additional
depth information. This can be easily achieved by projecting
the 3D information into two separate images with different
projection matrices belonging to virtual cameras. By varying
the offset between the virtual cameras, the disparity can be
changed and the perception of depth adjusted. Because the
heart has a fairly flat surface, its 3D structure can be empha-
sized by scaling the coordinates along the axis perpendicular
to the surface.

Altering the projection matrices also allows creating images
from a different perspective. Instead of projecting them to a
2D image, surface points can also be exported as a point cloud
or mesh. Because the function describing the 3D surface is
continuous, a point cloud or a mesh of arbitrary density can
be calculated.

V. EVALUATION

The proposed algorithms have been evaluated both ex-vivo
on a heart phantom and in-vivo on a porcine heart. For both
experiments, a trinocular stereo camera system (see Fig. 4)
consisting of three Pike F-210C cameras [25], each with a res-
olution of 1920×1080 pixels, has been used. Trinocular stereo
camera systems provide slightly better accuracy than binocular
stereo camera systems [15], but the discussed algorithms could
be applied to a binocular camera system or endoscope as well.
Images of the heart phantom and the porcine heart obtained
by the camera system are depicted in Fig. 1. The evaluation is
based on the same data set as our previous research published
in [26]. For the locally supported RBF, the parameter σ = 95
was chosen and for the Gaussian RBF, th parameter σ = 100
was used.

The experimental setup for the ex-vivo experiment consists
of a pressure-regulated artificial beating heart and the trinoc-
ular camera system, which is located approximately 50 cm
above the heart. There are 16 large and seven small markers
on the surface. In our experiments, only the large markers
are considered. A pressure signal with amplitude 100 hPa and
frequency 0.7Hz is used to cause the motion of the artificial
heart. For evaluation, an image sequence consisting of 400
frames with a frame rate of 23 fps was recorded. Although this
frame rate may not seem very high, it is completely sufficient

to provide a stabilized image that is perceived as smooth by
the surgeon. If high-speed cameras are available, the same
techniques could be applied to images at a higher frame rate.

The in-vivo experiment was performed at University Hos-
pital Heidelberg. We tried to make the experiment as realistic
as possible. To achieve this, the operation setup was not altered
except for placing artificial landmarks on the beating heart of
a pig. A porcine heart closely resembles the human heart. A
trinocular camera system was used to record a sequence of
337 frames at a frame rate of 31 fps. To measure the pressure
inside the left ventricle, a cardiac catheter was used. The heart
was mechanically stabilized with the commercially available
Octopus stabilizer [27], which is commonly used in off-pump
surgery on humans as well. A total of 14 markers were placed
on the surface. Since the motion of the real heart is affected
by breathing and by the motion of all four heart chambers,
the physical model was extended with an excitation based on
Fourier series.

To analyze the residual motion in the stabilized images,
the average difference across all k frames I1, . . . , Ik to the
reference frame Ireference was calculated for each pixel (x, y)
and each color channel c ∈ {R,G,B} according to

Ierror(x, y, c) =
1

k

k∑
t=1

|It(x, y, c)− Ireference(x, y, c)| .

For the purpose of this evaluation, only points inside the
convex hull of all landmarks are taken into account. The image
of average differences Ierror was converted to grayscale in the
range [0, 1] and visualized as a contour plot (Fig. 2 and 3).

The average error e across the entire image summed over
all color channels can be obtained by

e =
∑

c∈{R,G,B}

(
1

p

∑
x

∑
y

Ierror(x, y, c)

)
,

where p denotes the number of pixels inside the convex
hull of all landmarks (see Table II). This evaluation method
is based on the assumption that the heart surface does not
visibly change during the evaluation. We experimented on
sequences that contain occlusions by instruments or blood
with promising results, but because of the limitation of our
evaluation method, we do not provide a quantitative evaluation
of these experiments.

method ex-vivo in-vivo
unstabilized 0.186 0.133

2D affine 0.054 0.088
2D B-Spline 0.037 0.076
2D piecewise linear 0.039 0.076
2D RBF (locally supp.) 0.040 0.083
2D RBF (TPS) 0.038 0.077
2D RBF (Gaussian) 0.037 0.079
3D B-Spline 0.042 0.078

TABLE II. AVERAGE ERROR IN THE STABILIZED IMAGES.

As can bee seen from the results in Table II, all of the
suggested 2D image stabilization methods significantly reduce
motion in the image. The affine transformation is clearly
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Fig. 2. Average difference to reference frame for ex-vivo experiments.
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Fig. 3. Average difference to reference frame for in-vivo experiments.

inferior to the other methods, which was to be expected since
it does not allow for local differences in the deformation. All
other presented methods produce fairly similar results, so the
choice of the interpolation function does not seem to have
a large impact on the quality of the image stabilization. Our
results suggest that the 2D multi-level B-Spline approach is a
good choice since it performs well on both in-vivo and ex-vivo
experiments.

We also compared the computation time of the different
algorithms. All of the 2D algorithms were fast enough for
real-time applications. Our non-optimized implementation of
the 3D algorithm is currently not fast enough. However, the
presented algorithms are easily parallelizable since every pixel
is computed independently. Thus, an efficient GPU implemen-
tation would certainly allow the 3D algorithm to run in real-
time as well.

In our experiments, stabilization in 3D seems to be slightly
worse than 2D stabilization, but still produces very good

results. This effect is explained by the fact that 3D stabilization
may be affected by additional errors that are introduced as a
result of 3D reconstruction (e.g., imprecise camera calibra-
tion). However, 3D stabilization offers advantages such as the
use of stereoscopic displays that are not possible with 2D
stabilization. Depending on the application, these additional
possibilities may be more important than a slight improvement
in stabilization quality.

VI. CONCLUSIONS

Our experiments show that the presented algorithms can
produce a stabilized view of a beating heart with very little
residual motion. We show that the non-uniform deformations
of the heart cannot be handled well by a simple affine trans-
formation and require the use of an interpolation technique
that takes local differences in the transformation into account.
While the impact of the chosen interpolation function seems



to be fairly small, 2D stabilization with multi-level B-Splines
produced the best results in our experiments.

Although 3D stabilization does not outperform 2D stabi-
lization in terms of stabilization quality in our experiments,
it provides a good stabilization quality and offers some ad-
ditional possibilities such as the use of stereoscopic displays.
Consequently, it depends on the intended application whether
2D or 3D stabilization is to be preferred.

All presented stabilization methods rely on point corre-
spondences obtained by precise and robust tracking of land-
marks. We show that tracking based on a physical model can
be used to reliably obtain these point correspondences both
ex-vivo on a heart phantom and in a more demanding in-vivo
environment.
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