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#### Abstract

This paper derives a fundamental result for processing two correlated random vectors with unknown cross-correlation, where constraints on the maximum absolute correlation coefficient are given. A tight upper bound for the joint covariance matrix is derived on the basis of the individual covariances and the correlation constraint. For symmetric constraints, the bounding covariance matrix naturally possesses zero cross covariances, which further increases their usefulness in applications. Performance is demonstrated by recursively propagating a state through a linear dynamical system suffering from stochastic noise correlated with the system state.


## 1 Introduction

In many applications correlated random vectors have to be processed, which requires their joint statistics to be available [1]. However, the cross covariances may either be too expensive to maintain or are simply not available. Unfortunately, simply neglecting the cross covariances by setting them to zero gives wrong results $[2,5]$. Hence, an upper bound for the joint covariance matrix is desired, which is compatible with all possible cross covariances.

For the case that the correlation between the considered random vectors is unconstrained, i.e., the maximum absolute correlation coefficient is less than or equal to one ( $|r| \leq 1$ ), a covariance bound exists $[3,4]$.

However, the existing covariance bound is too conservative, i.e., is not tight enough, when a constraint of the form $|r| \leq r_{\max }<1$ is available. Hence, the purpose of this paper is to derive a tight bound for the case of constrained correlation.

The problem of bounding two correlated random vectors with a given cross-correlation constraint is formulated in Sec. 2. An appropriate bound is derived in Sec. 3 and then discussed in detail in Sec. 4.

The advantage of using the new bound in applications is demonstrated in Sec. 5, where a state is recursively propagated through a linear dynamic system corrupted by correlated noise.

## 2 Problem Formulation

We are given two random vectors $\underline{x} \in \mathbb{R}^{N}, \underline{y} \in \mathbb{R}^{M}$ with expected values

$$
E\{\underline{x}\}=\underline{\hat{x}}, E\{\underline{y}\}=\underline{\hat{y}}
$$

and individual covariances

$$
\operatorname{Cov}\{\underline{x}\}=\mathbf{E}_{x x}, \operatorname{Cov}\{\underline{y}\}=\mathbf{E}_{y y},
$$

where $\underline{x}$ and $\underline{y}$ are assumed to be correlated. Their cross covariances $\operatorname{Cov}\{\underline{x}, \underline{y}\}=\mathbf{E}_{x y}$ and $\operatorname{Cov}\{\underline{y}, \underline{x}\}=$ $\mathbf{E}_{y x}$, however, are not explicitly known. It is only known that the correlation coefficient $r$ is limited according to

$$
\begin{equation*}
|r| \leq r_{\max } . \tag{1}
\end{equation*}
$$

Hence, a constraint for the cross covariances is given by

$$
\begin{equation*}
\mathbf{E}_{y x} \mathbf{E}_{x x}^{-1} \mathbf{E}_{x y} \leq r_{\max }^{2} \mathbf{E}_{y y}, \tag{2}
\end{equation*}
$$

where, in general, for two positive definite matrices $\mathbf{A}$ and $\mathbf{B}$, an expression of the form $\mathbf{A}>\mathbf{B}(\mathbf{A} \geq \mathbf{B})$ is interpreted as $\mathbf{A}-\mathbf{B}$ positive definite (positive semidefinite). By defining the matrix

$$
\mathbf{C}=r_{m a x}^{2} \mathbf{E}_{y y}-\mathbf{E}_{y x} \mathbf{E}_{x x}^{-1} \mathbf{E}_{x y},
$$

verification of (2) can be performed by Sylvester's criterion according to

$$
\operatorname{det}(\mathbf{C}(1: i, 1: i)) \geq 0
$$

for $i=1, \ldots, M$.


Figure 1: Some members of the family of possible covariances (1-sigma-bounds) for different constraints on the maximum absolute correlation coefficient. The unconstrained case corresponds to $|r| \leq 1$.

Example 2.1 For two scalar random variables $x$ and $y$ with individual variances $E_{x x}=9$ and $E_{y y}=4$, some members of the family of possible joint covariance matrices for different constraints on the maximum absolute correlation coefficient are visualized in Fig. 1 by plotting the respective 1 -sigma-bounds ${ }^{1}$. The unconstrained case would correspond to $|r| \leq 1$.

The goal is now to find a family of bounding covariances $\mathbf{B}$ with

$$
\begin{equation*}
\mathbf{B} \geq \mathbf{E}(r) \tag{3}
\end{equation*}
$$

for all possible joint covariances $\mathbf{E}(r)$ defined by

$$
\mathbf{E}(r)=\left[\begin{array}{ll}
\mathbf{E}_{x x} & \mathbf{E}_{x y} \\
\mathbf{E}_{y x} & \mathbf{E}_{y y}
\end{array}\right]
$$

with $r$ according to (1) and $\mathbf{E}_{x y}, \mathbf{E}_{y x}$ such that (2) holds.

## 3 Derivation of Covariance Bound

For deriving the desired covariance bound we use the fact that the union of the 1 -sigma-bounds of all possible joint covariances forms a convex set aligned with the coordinate axes. Hence, the cross covariances of the bounding covariance matrix have to be zero matrices. For the simplest case of two scalar random variables $x$ and $y$ this is visualized in Fig. 1.

[^0]In addition, for achieving an upper bound, the covariance matrices $\mathbf{E}_{x x}$ and $\mathbf{E}_{y y}$ have to be individually scaled. Combining both conditions yields

$$
\mathbf{B}=\left[\begin{array}{cc}
k_{x} \mathbf{E}_{x x} & \mathbf{0}  \tag{4}\\
\mathbf{0} & k_{y} \mathbf{E}_{y y}
\end{array}\right]
$$

$k_{x}, k_{y}$ have to be selected in such a way that (3) holds.

Theorem 3.1 The scale factors $k_{x}, k_{y}$ in (4) are given by

$$
\begin{equation*}
k_{x}=\frac{1}{\eta-\kappa}, k_{y}=\frac{1}{\eta+\kappa} \tag{5}
\end{equation*}
$$

with

$$
\begin{equation*}
\kappa^{2} \leq \frac{1-2 \eta}{1-r_{\max }^{2}}+\eta^{2} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
0.5 \leq \eta \leq \frac{1}{1+r_{\max }} \tag{7}
\end{equation*}
$$

Proof. For proving (3), the difference matrix

$$
\begin{aligned}
& \mathbf{D}=\mathbf{B}(\eta, \kappa)-\mathbf{E}(r) \\
& =\left[\begin{array}{cc}
\frac{1}{\eta-\kappa} \mathbf{E}_{x x} & \mathbf{0} \\
\mathbf{0} & \frac{1}{\eta+\kappa} \mathbf{E}_{y y}
\end{array}\right]-\left[\begin{array}{ll}
\mathbf{E}_{x x} & \mathbf{E}_{x y} \\
\mathbf{E}_{y x} & \mathbf{E}_{y y}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\left(\frac{1}{\eta-\kappa}-1\right) \mathbf{E}_{x x} & -\mathbf{E}_{x y} \\
-\mathbf{E}_{y x} & \left(\frac{1}{\eta+\kappa}-1\right) \\
\mathbf{E}_{y y}
\end{array}\right]
\end{aligned}
$$

is considered. According to Sylvester's criterion, the matrix $\mathbf{D}$ is positive semi-definite, if the determinants of all submatrices $\mathbf{D}(1: N+i, 1: N+i)$ for $i=1, \ldots, M$ are larger than or equal to zero. $\left(\frac{1}{\eta-\kappa}-1\right) \mathbf{E}_{x x}$ is positive definite and does not need to be tested. The determinants are given by

$$
\begin{aligned}
& |\mathbf{D}(1: N+i, 1: N+i)| \\
& =\left|\left(\frac{1}{\eta-\kappa}-1\right) \mathbf{E}_{x x}\right| \left\lvert\,\left(\frac{1}{\eta+\kappa}-1\right) \mathbf{E}_{y y}(1: i, 1: i)\right. \\
& \left.-\left(\frac{1}{\eta-\kappa}-1\right)^{-1} \mathbf{E}_{y x}(1: i, 1: N) \mathbf{E}_{x x}^{-1} \mathbf{E}_{x y}(1: N, 1: i) \right\rvert\,
\end{aligned}
$$

With (2) we obtain

$$
\left|\left[\left(\frac{1}{\eta-\kappa}-1\right)\left(\frac{1}{\eta+\kappa}-1\right)-r_{\max }^{2}\right] \mathbf{E}_{y y}(1: i, 1: i)\right| \stackrel{!}{\geq} 0
$$

for $i=1, \ldots, M$, which is equivalent to

$$
\left(\frac{1}{\eta-\kappa}-1\right)\left(\frac{1}{\eta+\kappa}-1\right)-r_{\max }^{2} \geq 0
$$

and yields (6). The constraint on $\eta$ in (7) then follows by claiming a non-negative right-hand-side in (6).

The parameter set for $\eta$ and $\kappa$ from the Theorem is redundant in the sense that it specifies scaled variants of a bounding covariance with the same form and orientation. Hence, it is sufficient to restrict attention to the smallest of these scaled variants. The appropriate parameter values are specified in the following Lemma.

Lemma 3.1 A family of bounding covariances $\mathbf{E}(\kappa)$ depending on a parameter $\kappa$ is given by (4) with $k_{x}$, $k_{y}$ in (5). The parameter $\kappa$ may vary according to

$$
\begin{equation*}
|\kappa| \leq 0.5 . \tag{8}
\end{equation*}
$$

$\eta$ is a function of $\kappa$ given by

$$
\begin{equation*}
\eta(\kappa)=\frac{1-\sqrt{r_{\max }^{2}+\kappa^{2}\left(1-r_{\max }^{2}\right)^{2}}}{1-r_{\max }^{2}} \tag{9}
\end{equation*}
$$

The admissible values for $\eta$ and $\kappa$ resulting from Lemma 3.1 are visualized for different values of $r_{\max }$ in Fig. 2.


Figure 2: The admissible values for $\eta(\kappa)$ and $\kappa$ resulting from Lemma 3.1.

## 4 Discussion of Result

The resulting family of bounding covariance matrices $\mathbf{B}(\kappa)$ given in Lemma 3.1 is now discussed regarding optimality, selection of one member, and more complicated correlation constraints.

Optimality: An important feature of the new approach is that every member of the family of bounding covariance matrices $\mathbf{B}(\kappa)$ bounds every possible covariance $\mathbf{E}(r)$ for $r$ according to (1). Even more, consider the union $U\left(r_{\max }\right)$ of the 1 -sigma-bounds of all possible covariance matrices fulfilling the given correlation constraint and the intersection $I(\kappa)$ of the 1 -sigma-bounds of the proposed family of bounding covariances.

The previously known bound from [3] ensures that the set $U\left(r_{\max }\right)$ is always a subset of the set $I(\kappa)$ according to

$$
U\left(r_{\max }\right)=\bigcup_{|r| \leq r_{\max }} \mathbf{E}(r) \subset \bigcap_{\kappa} \mathbf{B}(\kappa)=I(\kappa)
$$

However, it is apparent from the example given in Fig. 3 that the approximation is not tight for $r_{\max }<1$. In contrast, for the new bound the set $U\left(r_{\max }\right)$ is equivalent for every $r_{\max }$ to the set $I(\kappa)$, i.e.,

$$
U\left(r_{\max }\right) \equiv I(\kappa)
$$

which is visualized in Fig. 4.
Selection of $\kappa$ : Up to now, the complete family of bounding covariance matrices $\mathbf{B}(\kappa)$ has been considered. Of course, when applying the new bound, a specific value $\kappa^{*}$ has to be selected, which results in a single joint covariance matrix $\mathbf{B}\left(\kappa^{*}\right)$.

More complex constraints: The case of more general constraints on the correlation coefficient of the form

$$
-1 \leq r_{\min } \leq r \leq r_{\max } \leq 1
$$

is not considered here, since it is regarded to be of minor practical importance. Furthermore, it leads to a more complicated family of bounding covariance matrices $\mathbf{B}(\kappa)$ with nonzero cross covariances.

## 5 Application Example

For demonstrating the performance of the new bound, a typical application problem is solved: Propagation of a given state recursively through a linear system. The system equation is given by

$$
\underline{x}_{k+1}=\underline{x}_{k}+\underline{w}_{k+1}
$$

where the noise vector $\underline{w}_{k}$ is correlated with the state $\underline{x}_{k}$. The level of correlation between $\underline{w}_{k}$ and $\underline{x}_{k}$ is unknown but constrained by (1) with a given $r_{\text {max }}$. The individual covariances of the initial state and of the (time-invariant) noise are selected as

$$
\mathbf{E}_{0}^{x x}=\left[\begin{array}{ll}
3 & 2 \\
2 & 3
\end{array}\right] \quad \text { and } \quad \mathbf{E}_{k}^{w w}=\left[\begin{array}{cc}
1 & -0.9 \\
-0.9 & 1
\end{array}\right]
$$

respectively. The goal is to calculate a bounding covariance matrix for all the possible covariance matrices $\mathbf{E}_{k}^{x x}\left(r_{k}\right)$ of the state $\underline{x}_{k}$ for several time steps recursively.

For reference purposes, the covariance matrices $\mathbf{E}_{k}^{x x}\left(r_{k}\right)$ are calculated according to

$$
\mathbf{E}_{k+1}^{x x}\left(r_{k+1}\right)=\mathbf{T}\left[\begin{array}{cc}
\mathbf{E}_{k}^{x x}\left(r_{k}\right) & \mathbf{E}_{k}^{x w}\left(r_{k+1}\right) \\
\mathbf{E}_{k+1}^{w x}\left(r_{k+1}\right) & \mathbf{E}_{k+1}^{w w}
\end{array}\right] \mathbf{T}^{T}
$$

for $k=0,1,2, \ldots$ and all possible cross covariances $\mathbf{E}_{k+1}^{x w}\left(r_{k+1}\right), \mathbf{E}_{k+1}^{w x}\left(r_{k+1}\right)$ compatible with the given bound (1), where $\mathbf{T}$ is given by

$$
\mathbf{T}=\left[\begin{array}{llll}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1
\end{array}\right]
$$

Applying the new bound gives

$$
\mathbf{E}_{k+1}^{x x}\left(\kappa_{k+1}\right)=\frac{\mathbf{E}_{k}^{x x}\left(\kappa_{k}\right)}{\eta_{k+1}-\kappa_{k+1}}+\frac{\mathbf{E}_{k+1}^{w w}}{\eta_{k+1}+\kappa_{k+1}}
$$

for $k=0,1,2, \ldots$ and $\eta_{k}, \kappa_{k}$ from Lemma 3.1. For comparison purposes, the existing bound [3] has been applied to the propagation problem.

Results are shown in Fig. 5 for $r_{\max }=0.2$ and in Fig. 6 for $r_{\max }=0.6$. The shaded regions correspond to the convex hull of the 1-sigma-bounds of all
possible joint covariance matrices. In addition, the resulting 1-sigma-bounds of applying the new and the existing bound are plotted. It is obvious that the new bound gives much less conservative results, since the existing bound does not exploit the given correlation constraints.

## 6 Conclusions

The problem of calculating an upper bound for the joint covariance matrix of two correlated random vectors has been considered for the case that the level of correlation is limited, i.e., the maximum absolute correlation coefficient is less than a prespecified value. This problem has been solved by scaling the individual covariance matrices in such a way that the joint covariance matrix provides a tight upper bound for the set of all possible true joint covariances fulfilling the correlation constraint.

The new bound generalizes and enhances a known result for unconstrained correlation between two random vectors, which gives rather conservative result when a correlation constraint is available. Simulations impressively demonstrate the advantage of the new bound.

As a byproduct, the new covariance bound yields an uncorrelated representation of the joint statistics of the two random vectors under consideration. This provides the basis for the derivation of a state estimation algorithm in the presence of correlated noise with a prespecified maximum correlation level, which generalizes the results in [3].
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Figure 3: Results of applying the existing bound to the joint covariance of two scalar random variables $x$ and $y$ with individual covariances in accordance with Example 2.1. The result is not tight when the correlation is constrained (the approximation error is shown by the shaded area).


Figure 4: Results of applying the proposed new bound to the joint covariance of two scalar random variables $x$ and $y$ with individual covariances in accordance with Example 2.1. Here the result is tight for all constraints.


Figure 5: Results of the recursive propagation of a given state through a linear system model suffering from additive noise correlated with the system state ( $r_{\max }=0.2$ ). Shaded: The convex hull of all possible true covariances.


Figure 6: Results of the recursive propagation of a given state through a linear system model suffering from additive noise correlated with the system state $\left(r_{\max }=0.6\right)$. Shaded: The convex hull of all possible true covariances.


[^0]:    ${ }^{1} 1$-sigma-bounds will be used throughout the paper without loss of generality.

