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Abstract—In this paper, we propose an algorithm for tracking mobile devices (such as smartphones, tablets, or smartglasses) in a known environment for augmented reality applications. For this purpose, we interpret the environment as an extended object with a known shape, and design likelihoods for different types of image features, using association models from extended object tracking. Based on these likelihoods, and together with sensor information of the inertial measurement unit of the mobile device, we design a recursive Bayesian tracking algorithm. We present results of our first prototype and discuss the lessons we learned from its implementation. In particular, we set up a “pick-by-vision” scenario, where the location of objects in a shelf is to be highlighted in a camera image. Our experiments confirm that the proposed tracking approach achieves accurate and robust tracking results even in scenarios with fast motion.

I. INTRODUCTION

Augmented reality is one of the core technologies [1] in Industry 4.0. A formal definition can be found in [2], where it is introduced as “expansion of physical reality by adding layers of computer-generated information to the real environment”. The specific AR-application which motivated this work is optimizing industrial production flow by assisting workers in tasks related to picking up objects. This technology is known as pick-by-vision [3], and extends traditional approaches, such as pick-by-paper, pick-by-voice, and pick-by-light. Its working principle is shown in Fig. 1a, where a single storage bay in a shelf is highlighted in the camera image. For this augmentation, essentially two types of information are required: first, the location of the target object, which usually is provided by a database, and second, the 6DOF pose of the camera (or smartglasses display) with respect to the storage environment. In this paper, we are concerned with developing a tracking system for the second requirement. In doing so, we only want to use sensors which are embedded in the mobile device, i.e., camera and inertial measurement unit (IMU).

A. Related Work

Recently, the first commercial pick-by-vision systems [1] entered the market by Samsung, SAP, DHL, and Picavi, among others. However, these systems currently do not come with 6DOF pose tracking of the smartglasses yet. Instead, they rely on combinations of various types of barcodes and quick response (QR) codes, which are to be scanned by the worker in order to confirm performed tasks. Detecting these markers, however, requires a high image quality which, in turn, requires a sufficiently careful movement of the camera. More advanced prototypes with pose tracking, such as the ones proposed by KNAPP AG [4] or SAP, look promising, but are still in the development stage. In the following, we highlight some of the underlying technologies which are related to the proposed tracking approach.

Visual odometry [5], as well as visual simultaneous localization and mapping [6], allow for tracking the 6DOF pose of a camera. However, these approaches originally assume an a priori unknown environment. Dead reckoning based on an IMU [7] uses sensor information about an object’s acceleration and rotational speed in order to infer the traveled trajectory. In doing so, it can be seen as a complementary technology to the visual approach. Thus, there has been effort to combine both approaches [8] in order to take advantage of their specific properties.

Image feature descriptors, such as SIFT [9] or SURF [10] allow for the use of natural (more or less) unique markers.
Other technologies related to the proposed approach are odometry based on depth cameras [11], and using the object’s visual hull [12] to estimate its pose.

B. Contribution

In this paper, we develop an algorithm for tracking the 6DOF pose of a mobile device, which is robust enough for the use in a pick-by-vision system. As the main contribution, we show how to apply techniques from extended object tracking to address this problem. For this purpose, we model the geometry of the known environment and interpret it as the shape of an extended object, which is measured in the form of pixels in the camera image. Defining a probabilistic model for these measurements lets us apply association models from extended object tracking. Note that, in contrast to many vision based approaches, we do not actively use intensity of a pixel but rather its position in the image.

C. Outline

In Sec. II, we give an overview of the proposed tracking algorithm and its components. Subsequently, in Sec. III, Sec. IV, and Sec. V, we show how to incorporate different types of measurements into the algorithm. Finally, in Sec. VI and Sec. VII, we present a tracking experiment, and discuss its results.

II. TRACKING ALGORITHM

This section gives an overview of the proposed tracking algorithm. We start with introducing the desired state parameters, followed by a discussion of the considered measurement modalities. Finally, we show how to design a recursive Bayesian tracking algorithm for this estimation problem and discuss its relationship to extended object tracking.

A. System State

We are interested in estimating the 6DOF pose (position and orientation) and dynamics of a mobile device. The desired information can be stacked into a nine-dimensional state vector

\[ x = \begin{bmatrix} \mathbf{r}^T & \mathbf{t}^T \end{bmatrix}, \]  

(1)

which encodes the camera position and velocity in the form of two three-dimensional vectors \( \mathbf{t} \) and \( \mathbf{t}_c \) and its orientation as a three-dimensional rotation vector \( \mathbf{r} \) in axis-angle representation [13]. In this representation, the unit vector \( \mathbf{r}/\|\mathbf{r}\| \) encodes the rotation axis and \( \|\mathbf{r}\| \) describes the angle of rotation around this axis. Given the rotation vector \( \mathbf{r} \), a 3 \times 3 rotation matrix \( \mathbf{R} = \Phi(\mathbf{r}) \) can be derived using the Rodrigues formula (vice versa \( \mathbf{r} = \phi(\mathbf{R}) \)). We decided to exclude other motion related parameters (such as rotational velocity or acceleration) from the state, and instead incorporate them as noisy input parameters provided by the IMU.

B. Measurements

The system state \( x \) should be estimated based on measurements from the sensors embedded in the mobile device. Typically, these are an IMU and an RGB-camera. We assume that the IMU measures a linear acceleration \( \mathbf{l} \) (where the gravity has been internally removed), and a rotational velocity \( \mathbf{\dot{r}} \) in axis-angle representation. For the camera, we assume that it can measure two different types of markers: unique ones and ambiguous ones (see Fig. 2).

Unique markers yield measured pixel positions whose origin in 3D space is exactly known. As an intuitive example, consider a QR code, which is placed at a known location in the tracking environment. When we observe the QR code in the camera image, we exactly know a one-to-one correspondence of the four corner pixels

\[ q = \begin{bmatrix} a \\ b \\ c \\ d \end{bmatrix} \]

(2)

to their originating points \( A, B, C, D \) in 3D space. Measurements from more than one QR code are aggregated into a set \( Q = \{q_1, \ldots, q_{NQ}\} \).

Ambiguous markers do not have a known one-to-one correspondence and, hence, contain less information than unique ones, but are generally much easier to extract. As an example, consider the colored line segments in Fig. 2, which are mounted in the tracking environment. When we observe the QR code in the camera image, we exactly know a one-to-one correspondence of the four corner pixels

Fig. 2: Unique \((a, b, c, d)\) and ambiguous \((m)\) markers, which are used for tracking.

Fig. 2: Unique \((a, b, c, d)\) and ambiguous \((m)\) markers, which are used for tracking.
C. Recursive Bayesian Estimation

The task now is to design a tracking algorithm that continuously estimates the state parameters \( \mathbf{x}_k \) at each time \( k \) from the various measurement modalities. For this purpose, we model the state as a random variable \( \mathbf{x}_k \) with probability distribution \( p(\mathbf{x}_k) \) and use a recursive Bayesian estimator [14] to maintain it according to the processing pipeline in Fig. 3.

The time update step determines how the prior distribution \( p(\mathbf{x}_{k-1}) \) at the time \( k-1 \) will evolve to the time \( k \) according to

\[
p(\mathbf{x}_k) := \int_{\mathbb{R}^3} p(\mathbf{x}_k^p|\mathbf{x}_{k-1}) p(\mathbf{x}_{k-1}) \, d\mathbf{x}_{k-1}, \tag{3}
\]

where \( p(\mathbf{x}_k^p) \) denotes the distribution of the predicted state, and the transition probability \( p(\mathbf{x}_k^p|\mathbf{x}_{k-1}) \) is specified by a dynamic model [15], which follows from the IMU data.

The measurement update step lets us incorporate marker measurements \( M_k, Q_k \) into a given distribution \( p(\mathbf{x}_k^p) \) according to Bayes’ rule

\[
p(\mathbf{x}_k^p|M_k, Q_k) \propto p(M_k, Q_k|\mathbf{x}_k^p) \cdot p(\mathbf{x}_k^p), \tag{4}
\]

where the likelihood \( p(M_k, Q_k|\mathbf{x}_k^p) \) rates how well the state parameters \( \mathbf{x}_k^p \) fit to the measurements with respect to the sensor-specific uncertainty. In order to close the recursion, the updated distribution is considered to be the new prior \( p(\mathbf{x}_k) := p(\mathbf{x}_k^p|M_k, Q_k) \). For the case that no marker has been detected, the predicted distribution is set to the new prior.

Assuming the sensor noise terms to be independent between the unique and ambiguous markers, the likelihood can be factorized as

\[
p(M_k, Q_k|\mathbf{x}_k^p) = \prod_{\text{ambiguous markers}} p(M_k|\mathbf{x}_k^p) \cdot \prod_{\text{unique markers}} p(Q_k|\mathbf{x}_k^p), \tag{5}
\]

which allows us to consider both types of measurements individually. In the following sections, we derive the components \( p(x_k^p|\mathbf{x}_{k-1}) \), \( p(Q_k|\mathbf{x}_k^p) \), and \( p(M_k|\mathbf{x}_k^p) \). The relationship to extended object tracking will become apparent in the likelihood for the ambiguous markers \( M_k \), where we have to deal with an instance of the association problem, as state parameters and measurements are only connected through their unknown measurement sources.

III. INERTIAL MEASUREMENTS

Let us first look at the time update step, where we have to specify the transition probability \( p(\mathbf{x}_k^p|\mathbf{x}_{k-1}) \) with respect to the IMU data. As introduced in Sec. II-B, the IMU consists of an accelerometer and a gyroscope, which respectively provide linear acceleration \( \ddot{\mathbf{L}}_{k-1} \) and rotational velocity \( \dot{\mathbf{L}}_{k-1} \) at a given time step \( k-1 \). Let us assume these values to be additively distorted by six-dimensional, zero-mean, white Gaussian noise \( \mathbf{v} \sim \mathcal{N}(\mathbf{0}, \mathbf{C}_v) \) where \( \mathbf{v} = [v_T^T, v_N^T]^T \). Note that this noise sometimes is modeled in more sophisticated ways, e.g., time-variant, or non-zero-mean. An equivalent, but more intuitive representation of the transition probability is in the form of its dynamic model \( \mathbf{x}_k^p = \Phi(\mathbf{x}_{k-1}, \mathbf{v}) \) that specifies how the system state evolves over time. Incorporating the typical relationships between path, velocity and acceleration and the IMU data, this dynamic model yields

\[
a(\mathbf{x}_{k-1}, \mathbf{v}) = \begin{bmatrix} \mathbf{L}_k \\ \dot{\mathbf{L}}_k \end{bmatrix} = \begin{bmatrix} \mathbf{L}_{k-1} + \mathbf{L}_{k-1} \cdot \tau_k + \frac{1}{2} \cdot \Phi(\mathbf{L}_{k-1} + \mathbf{v}_1) \\ \mathbf{R}_{k-1} \cdot \Phi(\mathbf{L}_{k-1} + \mathbf{v}_1) \end{bmatrix} \cdot \tau_k \tag{6}
\]

where \( \tau_k \) denotes the time difference between \( k-1 \) and \( k \). In addition, applying the rotation matrix \( \mathbf{R}_{k-1} = \Phi(\mathbf{x}_{k-1}) \) ensures that the inertial measurements, which are given in the local coordinate system of the IMU, are correctly transformed to the global coordinate system.

IV. UNIQUE MARKERS (QR CODES)

In this section, we specify the likelihood \( p(Q_k|\mathbf{x}_k^p) \) for the unique marker measurements. For the following derivations, we consider a single time step \( k \), as well as a single state instance, which allows us to drop their indices. As discussed in Sec. II-B, a unique marker refers to a one-to-one correspondence between measured pixel \( \mathbf{a} = [a_1, a_2]^T \), and its source \( \mathbf{A} = [A_1, A_2, A_3]^T \) in 3D space. For the likelihood, we have to establish a relationship between state parameters \( \mathbf{x} \) and measurement \( \mathbf{a} \). The essential idea is to project the known origin \( \mathbf{A} \) of the measurement onto a hypothetical camera image, which is specified by the camera pose \( \mathbf{C} \). Then, for the true state parameters, the predicted pixel position should coincide with the measured position.

To implement this idea, we require two components. First, all unique sources \( \mathbf{A} \) have to be specified in 3D, as illustrated by the blue points in Fig. 1b. Second, we need a camera model \( \mathbf{a} = \text{proj}(\mathbf{A}, \mathbf{x}) \), which lets us project 3D points \( \mathbf{A} \) onto their corresponding pixels \( \mathbf{a} \) for a given camera pose \( \mathbf{C} \).

Assuming a pinhole model, this projection is given by

\[
\gamma \cdot \begin{bmatrix} a_1 \\ a_2 \\ 1 \end{bmatrix} = \mathbf{K} \begin{bmatrix} A_1 \\ A_2 \\ A_3 \end{bmatrix} + \ell \tag{7}
\]

where \( \mathbf{K} \) is the 3 x 3 intrinsic camera matrix, the scalar \( \gamma \) is dropped after homogenization, and \( \mathbf{R}, \ell \) are the pose parameters of the camera, which are encoded in the state \( \mathbf{x} \).

Under the assumption of isotropic Gaussian noise for the measured pixel location, the likelihood can be defined as illustrated in Fig. 4 (left). In this figure, the predicted QR code corners \( \text{proj}(\mathbf{A}, \mathbf{x}) \) and their uncertainties are drawn as
Then, for implementing a likelihood based on this model, we again require several components. First, all 3D line segments \(L_1, \ldots, L_{N_1}\), which potentially could produce measurements must be specified (yellow lines in Fig. 1b). This can be done by manually measuring and storing the 3D start- and end-points for each segment. Second, the projection in (7) must be extended to allow for projecting 3D line segments \(L\) onto their 2D equivalents \(l\) in the hypothetical camera image. For this purpose, start- and end-point of each segment can be projected individually using (7). Finally, in order to find the closest point on a 2D line \(l\) for a given pixel \(m\), we need a distance function \(\text{dist}(m, l)\). This distance, in turn, can be calculated in closed-form using standard algebraic techniques.

Based on these prerequisites, we can find the closest distance over all line segments according to

\[
d_i = \min_{j=1, \ldots, N_L} \text{dist} (m_i, \text{proj}(L_j, x)).
\]

Then, this scalar distance value can be used to design one-dimensional likelihoods for each measured pixel in the form of

\[
p(M|x) = \prod_{i=1}^{N_M} p(m_i|x) = \prod_{i=1}^{N_M} \mathcal{N}(d_i; 0, \sigma_q^2),
\]

where we again assume isotropic Gaussian measurement noise with variance \(\sigma_q^2\) and independence between all measured pixels. A visual interpretation of this likelihood is given in Fig. 4 where each shaded orange line represents one of the Gaussians in (10). Note that this model ignores the width of the line segments which can be compensated by increasing the noise variance [18].

VI. TRACKING EXAMPLE

In this section, we discuss implementation details for the proposed tracking algorithm and present the results of our first experiments. We consider the scenario shown in Fig. 1, where a tablet (HTC Nexus 9) is to be tracked in front of a shelf. The shelf is equipped with two unique QR codes (15.5 × 15.5 cm\(^2\)) and nine line segments of yellow tape.

A. Implementation

For estimation, we implemented an extended Kalman filter (EKF) using the nonlinear estimation toolbox [19] and the respective generative models of the marker likelihoods. The required uncertainties were set to roughly approximated values. For the IMU, we collected a sequence of sensor data for 10 s, while the tablet was lying still, and then calculated the sampling variance. From this procedure, we obtained variances in the magnitude of \(\sigma_t \approx 10^{-2}\, \text{m/s}^4\), and \(\sigma_r \approx 10^{-4}\, \text{rad}^2/\text{s}^2\) for accelerometer and gyroscope, respectively. In order to compensate for unmodeled behavior, we increased these values by one order of magnitude. The pixel variances of the markers were set to \(\sigma_a^2 = 10^{-1}\, \text{px}^2\) and \(\sigma_d^2 = 1\, \text{px}^2\). Initialization of the pose was implemented

![Fig. 4: Schematic of the likelihood components for unique and ambiguous markers for the scene in Fig. 2. For a given instance of state parameters \(x\), the yellow and blue lines are projections of the unique and ambiguous markers.

shaded, blue circles. Evaluating the likelihood then simply requires evaluating the Gaussians in the measurements \(a\).

Now let us assume that we have measured a total of \(N_Q\) QR codes, i.e., \(Q = \{q_1, \ldots, q_{N_Q}\}\), and let us assume independence between the measurement noise terms. Then, we end up with the following expression

\[
p(Q|x) = \prod_{i=1}^{N_Q} p(q_i|x) = \prod_{i=1}^{N_Q} \mathcal{N} \left( \begin{pmatrix} \text{proj}(A_i, x) \\ \text{proj}(B_i, x) \\ \text{proj}(C_i, x) \\ \text{proj}(D_i, x) \end{pmatrix}, \sigma_q^2 \right),
\]

with \(\sigma_q^2\) being the variance of the Gaussian.

Note that, given the corners of a QR code and their measurement sources in 3D space, calculating the camera pose is an instance of the classical perspective-n-points (PNP) problem in computer vision, with solutions, e.g., in [16], which can be used for calculating an initial pose estimate.

V. AMBIGUOUS MARKERS (LINE SEGMENTS)

Similar to the unique markers, we can specify a likelihood \(p(M|x)\) for the measured ambiguous markers \(M = \{m_1, \ldots, m_{N_M}\}\). As introduced in Sec. II-B, each measurement \(m_i\) is known to originate from a 3D source \(M_i\), which lies on a line segment. Unfortunately, we know neither from which line segment a measurement occurred, nor from which source on a given line segment it occurred.

This one-to-many association is a common problem in extended object tracking, and in previous research on line segments [17] we found two major concepts for designing the likelihood. As the first option, a spatial distribution model would explicitly incorporate the probability for each point on each line segment of being the true measurement source. Specifying this probability is difficult, as it requires taking into account occlusions and other unpredictable factors. An easier option is the greedy association model, which imposes the “most likely” source over all line segments to have produced the measurement \(m_i\). A visual explanation of this model can be found in Fig. 4 (right), where for each point \(m_i\), the closest source is used as an approximation for the true measurement source.
based on the first QR code measurement using the solvePNP-function from OpenCV [20]. The velocity was set to $0$. The initial state covariance matrix was set to $10^{-5} \cdot I$.

The 3D geometry of the features was carefully measured manually, yielding the 3D model shown in Fig. 1b. Intrinsic calibration of the Nexus 9 back camera was performed using the OpenCV [20] calibration routine. The ZBar library [21] was used for extracting the QR code ids and corner pixels in the images. The yellow tape was extracted from the images using a simple threshold segmentation in HSV color space. In addition, we removed outliers according to their distance to the predicted state mean.

B. Experiment

For evaluating the algorithm, we recorded a 35 s test sequence of synchronized RGB-video-stream with $1920 \times 1080@30$ Hz and ~100 Hz IMU data, while moving the tablet infront of the shelf. Besides several periods with fast motion, we included three challenging time intervals, where the shelf was out of the camera’s field of view at 12 s, 15.5 s, and 19 s. In order to simulate different instances of the experiment from this dataset, we did not use all ambiguous marker measurements, but rather a randomly sampled subset of 200 pixels per time step. The following results are obtained from 100 runs.

C. Results

For a selected time interval, the average values of the estimated parameters are visualized in Fig. 5 using three horizontally aligned axes. The first and second axes include curves for the rotation and position, together with hulls which indicate their $3\sigma$-boundary over all runs. Time steps with available marker measurements are indicated in the third axes. Fig. 6 shows the augmented view on the shelf for selected time steps, where the estimates of all runs are drawn together in each image.

From these figures, we can conclude: first, the visual quality of the estimates demonstrates the suitability of the proposed tracking algorithm for AR-applications. Even in periods with fast motion, e.g., in Fig. 6 (c,h,i), the variation of the estimated parameters is only marginal. Second, the variance only increases after periods, where no markers were visible, which can be visually verified in Fig. 5 and Fig. 6 (d-f). Nevertheless, it is surprising how fast dead reckoning lets the quality degrade when no image measurements are available. In consequence, the density of markers should be high enough to minimize these periods. Third, as can be seen, there are almost no QR code measurements available in the depicted time interval. This can be explained by looking at Fig. 6, where many images are subject to heavy motion blur. Unique markers require a high degree of user cooperation, as their detection heavily depends on the image quality. In consequence, their most common application is for (re)-initialization.

In sum, the proposed approach shows a very robust behavior and a visual assessment confirms its suitability for AR-applications.

VII. CONCLUSIONS

In this paper, we proposed an approach to track the pose of a mobile device in a known environment, which is equipped with QR codes and (artificial) line segments. For the tracking algorithm, we interpreted the scene geometry as extended objects with a known shape and applied modeling techniques from the field of extended object tracking. The unique QR codes correspond to objects with known one-to-one association of measured pixels to their 3D sources, while the ambiguous line segments correspond to objects with unknown one-to-many association.

In experiments, we showed that our tracking approach is suitable for the use in AR-applications and is robust enough to deal with fast motion and poor image quality. Subsequent development will include improvements such as a better propagation of the sensor uncertainty, and optimization of the marker configuration. In addition, we aim at switching to an infrared camera together with retroreflective markers, in order to increase robustness of segmentation.
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Fig. 6: Frames of test sequence, (a) initialization, (b,c) track kept with low variance under fast motion, (d-f) higher variance shortly after turn-away periods, (g-i) track kept with low variance under fast motion.
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