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Abstract— Bayesian neural networks (BNNs) offer an elegant
and promising approach to quantifying the uncertainty of
neural network predictions by providing predictive distributions.
Although the potential of BNNs is considerable, established
BNN training methods often result in inaccurate uncertainty
estimation and local differences in quality depending on the
considered input space region. To assess the efficacy of Bayesian
models such as BNNs and gain insights into their predictive
capabilities in distinct input space regions, we introduce a novel
methodology that utilizes ball trees as a space partitioning data
structure. Our approach enables the assessment of the predictive
quality within specific regions of the input space across multiple
scales in the input space, utilizing all nodes provided by the ball
tree structure. Furthermore, our method allows the combination
of results across different scales.

Index Terms— Bayesian neural networks, uncertainty quan-
tification, space-partitioning, ball trees, calibration testing.

I. INTRODUCTION

Bayesian neural networks (BNNs) have gained widespread
use in various fields, such as reinforcement learning [1] and
model predictive control [2], due to their ability to quantify
uncertainty. This characteristic extends the capabilities of
classical neural networks by providing predictive distributions,
which have shown significant promise. In real-world applica-
tions where uncertainties are inherent, predictive distributions
offer a valuable solution. They permit the estimation of the
confidence of a network’s predictions and the implementation
of corrective measures if necessary.

Nevertheless, despite the sophisticated approach BNNs
adopt to address uncertainty quantification, their train-
ing process can only be approximated. In practice, ap-
proximation methods such as Markov Chain Monte
Carlo (MCMC) [3], Variational Inference (VI) [4], Expecta-
tion Propagation (EP) [5], or Kalman filtering techniques [6]
are typically employed for the training of BNNs. However,
the use of approximation methods makes BNNs sensitive to
inaccuracies, which necessitates the testing of predictions.

Moreover, the testing process is challenging due to the
limited number of available test samples and the unknown
nature of the data-generating process. Consequently, there are
test measures such as the mean squared error, negative log-
likelihood, or the uncertainty calibration error (UCE) [7]
which utilize the sampled test data to provide insights
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into the predictive capabilities. Nevertheless, due to the
presence of sources of error such as model assumptions,
approximate inference, and a finite number of training data
points, the quality of predictions varies depending on the input
values [8]. E.g., regions of the input space that are densely
covered by training data are more likely to approximate the
data-generating process accurately than sparsely covered or
uncovered regions.

To address this issue, [8] proposed a two-step testing
strategy that first identifies candidate regions in the input space
where test data is available, and then assesses their quality per
candidate region using statistical tests or calibration measures.
This strategy was initially designed for single-input systems
and later extended to multi-input systems [9]. However, the
prediction quality is only evaluated on a single scale, that is,
the size of the identified regions, without consideration of
how the quality may vary over different scales.

This is where our paper introduces a paradigm shift, namely
the interest in how quality evolves over multiple scales. We
propose a multi-scale approach for evaluating BNNs, similar
to viewing a landscape from multiple altitudes, each offering a
unique perspective. By using ball trees [10], an efficient space
partitioning data structure, we can explore the input space
at various scales, providing a more holistic understanding of
the prediction quality.

Contribution: In this paper, we introduce a novel
approach that employs ball trees for spatial partitioning of the
input space of BNNs. This method enables the identification
of candidate regions where the quality of predictions is
evaluated within specific regions of the input space using any
chosen test metrics. Furthermore, the structure of ball trees
enables multi-scale evaluation. Our approach is demonstrated
through regression and binary classification examples.

Notation: In this paper, underlined letters, e.g., x, denote
vectors and boldface letters, such as x, represent random
variables.

II. RELATED WORK

A. Approximate Inference

In contrast to classical neural networks with deterministic
weights, the weights of BNNs cannot be trained using standard
backpropagation. Instead, the methods for learning weight
distributions are based on the fundamental approaches of
approximate probabilistic inference, which are explained in
this subsection.

The MCMC approach, initially proposed in [3], has
emerged as a highly effective and widely utilized approach for
probabilistic inference, particularly in the context of training



BNNs. MCMC operates by approximating the posterior
distribution through sampling from a Markov process. Despite
its effectiveness, a notable drawback of MCMC is its high
computational cost. This is due to the generation of numerous
samples, as seen in the Metropolis–Hastings algorithm [11].
To improve its efficacy, a number of enhancements have
been made, including Gibbs sampling [12], hybrid Monte
Carlo [13], Hamiltonian Monte Carlo [14], and its extension,
the No-U-Turn Sampler [15], which reduces hyperparameters.

In the realm of BNNs, Variational Inference (VI) [16]
reformulates the complex learning problem into a tractable
optimization task by approximating the weight posterior
with a simpler distribution, typically a normal distribution,
i.e., the variational distribution. During training, the varia-
tional distribution is updated by minimizing the empirical
lower bound to the reverse Kullback–Leibler divergence
using gradient descent. A number of improvements have
been proposed, including the enhancement of scalability
for larger architectures through the utilization of scaled
gradients derived from random subsets of the training data to
update the variational distribution, as performed in Stochastic
Variational Inference [17] or the usage of deterministic
moment propagation instead of sampling in the forward
pass [18].

Expectation Propagation (EP) [5] represents a powerful
approach for learning weight posteriors, comparable to VI. EP
also approximates the true posterior distribution with a simpler
one. However, in contrast to VI, EP minimizes the forward
Kullback–Leibler divergence, whereas VI minimizes the
reverse Kullback–Leibler divergence. The implementation of
EP in the context of BNNs has been the subject of significant
attention, with notable examples including probabilistic
backpropagation [19] and its extension as proposed in [20].

Other recent approaches, such as the Kalman Bayesian
Neural Networks (KBNN) [21] and Tractable Approximate
Gaussian Inference [22], are primarily based on sequential
Bayesian filtering in each layer, as originally proposed in [6].
This avoids explicit gradient computation during training,
allowing them to be used for fast sequential learning. In
order to achieve this, the Bayesian perceptron was proposed
in [23], which forms the core building block of the KBNN
and provides a closed-form solution for the forward pass
and weight update. Furthermore, in [9], it was proven that
this method is equivalent to the statistical linearization of
perceptrons.

The stated training methods are based on fundamental
principles of probabilistic inference, yet they are often
computationally intensive and more complex to implement
than conventional training of neural networks. Therefore,
some methods intend to provide simpler implementations
and computationally cheaper approximations of the weight
posterior, such as the dropout technique proposed by [24],
which is as an approximation of VI [25], or bootstrap posterior
ensemble methods of different models [26], [27], [28].

B. Calibration Measures

The assessment of prediction quality through the use of
calibration measures is based on the evaluation of how well
the predictive distributions reflect the actual data-generating
process. However, given that only a limited number of
samples of the data-generating process are available in the
test data set and that there is no available ground truth for
the uncertainty estimates, the evaluation of calibration is
a challenging task. There exists a multitude of approaches
for the assessment of the predictions of machine learning
models. E.g., calibration plots can be employed for both
classification [29] and regression [30], enabling a visual
comparison of the predicted and observed confidence levels
across all test data.

For classification models, the expected calibration error
(ECE) [31] is frequently employed for assessing calibration,
whereby the discrepancy between the predicted confidence
of the model and its accuracy is quantified utilizing binned
test data. The ECE is given by

ECE =

L∑
l=1

|Bl|
NTest

|acc(Bl)− conf(Bl)| , (1)

where |Bl| is the number of test data points within the l-th
bin, NTest is the number of all test data points, and |Bl|

NTest

is the empirical probability of test data falling into the l-
th bin. The absolute difference between the rate of correct
classifications acc(Bl), which is the accuracy, and the average
predicted probability score per bin conf(Bl) is calculated
and then summed over all L bins, weighted by the empirical
probability per bin |Bl|

NTest
.

For regression models, the assessment of uncertainty esti-
mate quality typically employs scoring rules. For univariate
normal distribution predictions, calibration measures, such as
the uncertainty calibration error (UCE) [7] and the expected
normalized calibration error [32], are used to assess the
discrepancy between predicted variances and observed mean
squared error by leveraging the relationship between the two.
This is also done by using bins similar to those used in the
ECE. The UCE is given by

UCE =

L∑
l=1

|Bl|
NTest

|MSE(Bl)−MV(Bl)| (2)

where MSE(Bl) is the mean squared error between the
predictions and the output data in the l-th bin, and MV(Bl)
is the mean variance of the predictions in the l-th bin.
To measure calibration for arbitrary dimensional normally
distributed predictions proposed the quantile calibration error,
which compares the observed frequencies and the desired
quantile values of the chi-squared distributed errors. In
the case of normally distributed predictions with arbitrary
dimensionality, [33] proposed the quantile calibration error
to assess calibration by comparing the observed frequencies
per quantile and the chi-squared distributed error quantiles.



C. Trust Region Identification

To extend single calibration scores, typically provided by
calibration measures overall test data, to trust regions for
Bayesian models, [8] proposed a two-step testing procedure.
This procedure involves identifying input space regions that
lead to calibrated and trustworthy predictions and comprises
two principal steps:

1) The identification of candidate regions where informa-
tion is present, i.e., input space regions where test data
are available.

2) The measurement of calibration within these candidate
regions using output test data.

In addition, for the special case of single-input, single-
output systems, a variant of the two-step testing strategy was
presented and demonstrated. The initial step of candidate
region identification involves using a second model as
a reference model, assuming that the predictions of the
approximate model and the reference model will differ for
the same test input if not enough information is available
during training or approximate inference methods have led
to errors. To assess the differences between predictions of
both models for each input, the 1-Wasserstein distance is
used, and if the distance exceeds a certain threshold, the
one-dimensional input space is split, resulting in candidate
regions represented by intervals.

As general models are not constrained to one-dimensional
input spaces, [9] extends the candidate region identification
from [8] to multiple-input systems. This is achieved by
utilizing k-d trees [34] as a candidate region identification
method, whereby hyperplanes split the input space along
orthogonal axes to partition the input space into hyperrect-
angular candidate regions. In contrast to [8], no reference
model is employed, thus avoiding the necessity to train a
second model at an additional computational cost.

The second step of the testing strategy proposed by [8],
namely the testing of identified candidate regions, is imple-
mented using statistical tests for regression tasks, such as
the binomial test and the averaged normalized estimation
error squared test [35]. In cases where there are significant
discrepancies between the data and the predictions, the
candidate region is rejected by statistical tests and therefore
deemed untrustworthy. The binomial test enables the testing
of specific confidence intervals and makes no assumptions
about the distribution of predictions and data. Consequently, it
is categorized as a nonparametric test. E.g., the binomial test
can be utilized to verify whether the 95% confidence interval
of the predictions encompasses 95% of the output test data.
In the case of normally distributed predictions, the parametric
averaged normalized estimation error squared test [35], which
is based on the average of the squared Mahalanobis distances
between the test data and the predictions, is employed to
verify whether the data are consistent with the predicted
distribution. However, arbitrary calibration measures can test
candidate regions, as demonstrated in [9], which employed
the ECE for classification tasks.
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Fig. 1: Illustration of local calibration testing for a single-input, single-output
system. In the purple-colored input space region , only a test point is
utilized, which is not statistically meaningful. To enhance the test statement’s
efficacy, adjacent predictions can be combined to form candidate regions, as
illustrated in the teal-colored input space region .

III. LEARNING SETUP

A supervised learning setup with a feedforward BNN with
L layers is considered. The feedforward BNN is represented
by y = f (x,w), where x is the dx-dimensional input, w is
the weight vector containing all network weights as random
variables, and y is the dy-dimensional output represented as
random vector. The prior distribution of the weight vector
is given by p(w). The training dataset, denoted by D =
{(xn, yn)}

N
n=1, comprises N independent and identically

distributed pairs. Each pair is represented by an input vector
xn ∈ Rdx and its respective output y

n
∈ Rdy . In order to

train the BNN, the weight posterior is obtained by

p(w | D) =
p(Y | X , w) p(w)

p(Y | X )
,

where p(Y | X ) is the normalization constant and p(Y | X , w)
is the likelihood. The inputs and outputs of the training set D,
are denoted by X = {x1, . . . , xN} and Y = {y

1
, . . . , y

N
}

respectively. Given a deterministic input x, the prediction
p(y | x,D) is obtained by

p(y | x,D) =

∫
Ωw

p(y | x,w) p(w | D) dw , (3)

with the learned posterior distribution p(w | D). However,
there is no analytical solution for either training or prediction.
Consequently, approximation methods must be employed in
practice, as outlined in Sec. II-A.

IV. TEST PROBLEM AND KEY IDEA

In addition to training and predicting with BNNs, assessing
the quality of the predictions is a challenging task. Typically,
the only information available is the test data set DTest =
{(xn, yn)}

NTest
n=1 . Each test input xn results in a predictive

distribution p(y | xn,D) according to (3), as shown in Fig. 1.
The true distribution p(y | x) is typically unknown and
only one output sample y

n
is available for each input xn.

Consequently, the distance between the true distribution



p(y | x), and the predicted distribution p(y | x,D), cannot
be calculated.

Ideally, for each prediction there would be a method
for assessing whether the prediction aligns with the data-
generating process, that is, whether it is well calibrated.
However, evaluating a prediction p(y

n
| xn,D) from a

specific input xn using a single output sample y
n

is not
statistically meaningful. E.g., even if a one-dimensional output
sample yn is greater than six standard deviations from the
mean value, the probability is not zero and the sample could
be from this distribution, although the probability is very low.

Accordingly, the concept proposed in [8] is to not solely
consider individual input-output pairs (xn, yn) for comparison
with the prediction p(y | xn,D). Instead, the approach
involves forming candidate regions with adjacent predictions,
in which multiple test points can be used to generate
statements regarding specific regions in the input space. This
approach addresses the limitation of calibration measures
such as the UCE [7], which were unable to make statements
about specific regions in the input space.

However, defining the size of a region results in a trade-off
between the spatial resolution of the candidate regions and
the power of the statistical test results. E.g., if a candidate
region is large, the test result will be less precise with regard
to the input space position. Conversely, if the region is too
small, there may be an insufficient number of test data points
to make a meaningful statement regarding the region. This
trade-off can be compared to the uncertainty principle in
the short-time Fourier transform, where there is a trade-off
between time and frequency resolution [36].

To circumvent the necessity for a fixed region size, our
key idea is to consider multiple scales in the input space.
This entails utilizing regions of different sizes and evaluating
the calibration per region size. This can be regarded as an
analogy to the wavelet transform, which enables analysis
across multiple time and frequency resolutions [37].

V. CANDIDATE REGION IDENTIFICATION

In order to efficiently manage multiple input dimensions
and provide compact region representations across various
scales, we propose the use of ball trees [10]. This proposed
scheme is depicted in Fig. 2.

A ball tree is a space partitioning data structure where parti-
tions are represented as hyperspheres [10]. Each hypersphere
has a center point xc and a radius r, and these hyperspheres
are organized in a binary tree structure. The mean of all
input test data defines the root node in the ball tree, and
the maximum distance from the mean defines the radius. To
create the tree structure, each node is split into two child
nodes if the number of data points per node exceeds the user-
defined maximum leaf node size M ∈ N>0. In the context of
testing, the maximum leaf node size M can be used to ensure
that the minimum number of data points per resulting leaf
node partition, which are regarded as candidate regions, is
met. For balanced trees, the actual leaf node size falls within
the range of M/2 ≤ m ≤ M . Thus, the value M should be
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Fig. 2: Illustration of our proposed twofold scheme for testing the quality
of predictions from Bayesian models. The first step consists of partitioning
the input space using ball trees, and the second step assesses the quality of
the predictions per node using a test metric. The combined test statistic T
is calculated according to (4) using all statistical values on a root-to-leaf
path, which is highlighted in gray as an example of a path.

set to be twice as much as the minimum required number of
data points in order to obtain meaningful test results.

The process of splitting into child nodes is accomplished
by a hyperplane that serves to separate the data belonging to
the parent node into two subsets. After splitting, each child
node is represented as the mean of a subset as a center point
xc, and the maximal distance of all points in a subset from
the center point defines the radius r. E.g., when using the
k-d tree construction algorithm [10], the splitting hyperplanes
are selected to orthogonally intersect the main axis with the
widest spread in data.



(a) input data (b) true mean (c) predicted mean

(d) predicted variance (e) 1-Wasserstein distance (f) combined test statistics

Fig. 3: Results of the Nonlinear Regression Example. The test and training data used in this example are displayed in (a), while the true mean of the
data-generating process is shown in (b). It should be noted that the true variance remains constant at 0.1 and is not displayed. The distributions predicted by
the BNN are shown in (c) and (d). The 1-Wasserstein distances between the true data-generating process are presented in (e), while the results of our
proposed testing method are shown in (f) using the UCE as a calibration measure.

Regardless of the specific construction algorithm employed,
the fundamental concept remains consistent: a tree structure
is generated, and all hyperspheres on a path from the root to
the leaf represent multiple scales per candidate region that
can be evaluated.

VI. MULTI-SCALE TESTING

Given the partitioned input space represented by the tree
nodes, which are hyperspheres, the predictions and test data
points within those regions are compared e.g., by calibration
measures such as those described in Sec. II-B. The combined
test statistics over multiple scales are obtained by

T =

K∑
k=1

wN(rk) · TN(xc,k, rk) , (4)

where wN(rk) > 0,∀k represents the scale-dependent weight
and is normalized such that

∑K
k=1 wN(rk) = 1. The test

statistic TN(xc,k, rk) is that of a single node on the root-to-
leaf-node path. In this context, the weights determine the
scales that should be prioritized for evaluating the quality of
predictions. E.g., if the objective is to concentrate on local
test statistics, one could select the unnormalized weights as
w̃N(rk) = 1/rk, which is similar to the weighting function em-
ployed in localized cumulative distribution applications [38].

As a matter of fact, evaluating the root node only leads
back to classical calibration measures that use the entire
testing data set, as described in Sec. II-B. Therefore, our
proposed method can be considered a generalized version of
classical calibration testing.

VII. EXPERIMENTS

We now demonstrate our proposed testing method on
a nonlinear regression example and a binary classification
example.

A. Nonlinear Regression

In the first experiment, we generate 1500 training points
and 3000 test points from

y = sin
(
x2
1 + x2

2

)
+ ϵ ,

with ϵ ∼ N (0, 0.1), and x ∈ R2. The training inputs
xn ∈ XTrain and the test inputs xn ∈ XTest are drawn uni-
formly from the two-dimensional input space [−1.75, 1.75]×
[−1.75, 1.75] and [−2.5, 2.5] × [−2.5, 2.5], respectively. To
simulate a gap in the training data, 30% of the data around
x⊤ = [0, 0] is removed, as illustrated in Fig. 3a.

We use a fully connected feedforward network comprising
a single hidden layer with 50 neurons and ReLU activation
for the hidden layer and linear activation for the output layer,
which is trained using the No-U-Turn Sampler [15].

The predictions, the test results of our proposed method,
and the 1-Wasserstein distance between the true data-
generating process and the predictive distributions are pre-
sented in Fig. 3. The 1-Wasserstein distance between the
normally distributed outputs of the true data-generating
process p(y | xn) = N

(
µTrue, σ

2
True

)
and the normally

distributed predictions p(y | xn,D) = N
(
µPred, σ

2
Pred

)
is



(a) predicted mean (b) predicted variance (c) combined test statistics

Fig. 4: Binary classification results with predicted mean (a) and variance (b), where dots mark the true classification of input test data and the incorrectly
classified points are highlighted as crosses. The true labels are color-coded, with class label 0 displayed in blue and class label 1 in red. The combined test
statistics per leaf node are displayed in (c).

given by [39], [40]

W1 = |µDist|
(
1− 2ΦN

(
−|µDist|
|σDist|

))
+ |σDist|

√
2

π
exp

(
− µ2

Dist

2σ2
Dist

)
,

with µDist = µTrue − µPred, σ2
Dist = (σTrue − σPred)

2, and
standard normal cumulative distribution function ΦN (.). The
ball tree was constructed using the k-d tree construction
algorithm [10] and a maximum leaf size of M = 40. To
assess the quality of predictions within each hypersphere,
namely the nodes of the ball tree, the UCE (2), without the
binning scheme, is employed as a calibration measure to
compare the predictions with the test data. The combined
test statistic is calculated using the unnormalized weights
w̃N(rk) = 1/rk.

By comparing the 1-Wasserstein distance between the true
data-generating process and the predictions, it can be seen
that the model has effectively learned the data-generating
process, where training data is available, as evidenced by
the near-zero 1-Wasserstein distances. In the outer regions
(|x1|, |x2| > 1.75), where no training data is available, the
predictions deviate significantly from the ground truth, which
is correctly determined by our method. In the center, there
is a slight increase in the variances around the origin where
data is missing. While the predictions are not accurate, they
are less erroneous than in the outer regions, as evidenced by
the 1-Wasserstein distances. This finding is consistent with
the results of our method, which indicate that the central
region has lower combined statistics than the outer regions.

B. Binary Classification

As a second example, we consider a binary classification
problem, where the data is generated over the two-dimensional
input space x ∈ R2 from the moon data set [41]. The data
set is imbalanced, with 2000 data points belonging to class 0
and 1000 data points belonging to class 1. The noise in the
data is set to σ = 0.2. The test data comprises 75% of the
data set.

The KBNN [21] is employed with two fully connected
hidden layers, each comprising five neurons. The hidden
units utilize a ReLU activation function, while the output

layer employs a sigmoid activation function. Fig. 4 illustrates
the input space and the corresponding local calibration,
evaluated using the ECE (1), without dividing the test data into
bins, in the combined test statistics (4). Again, the k-d tree
construction is employed, with the maximum leaf node size
set to M = 40. This results in a tree depth of eight, i.e., eight
node statistic values are used to obtain one weighted statistic
of a leaf node.

The comparison of the mean predictions with the true
labels in Fig. 4a reveals incorrect classifications where
both moons intersect. At the predicted separation between
both classes, variance is increasing as illustrated in Fig. 4b.
However, variance is also almost zero in the upper left and
lower right corners where no data was available during
training and testing. Consequently, in those regions, the
predictions are considerably more certain than anticipated
due to the lack of data. The combined statistical data is
presented Fig. 4c. It can be observed that the combined
statistic values along the separation of both classes are
higher than in the region around x⊤ = [0, 1], for example.
This reflects the incorrect classifications that occur along
the separation of both classes, thereby accurately reflecting
classification errors in the combined statistic.

C. Discussion

The proposed method utilizing test data points employs
a two-step testing strategy. Initially, the input space is
partitioned to identify regions. Subsequently, these regions are
subjected to testing. The region identification process is capa-
ble of dividing the input space into regions of varying scales,
each characterized by a radius of a hypersphere. Furthermore,
the method is capable of combining results across different
scales, thereby providing insights into the local quality of
predictions. A comparison of the 1-Wasserstein distance
between the predictions and the known ground truth of the
synthetic example in Fig. 3 and the true classification labels
in Fig. 4 demonstrates that the proposed method is capable
of identifying input-space regions that result in miscalibrated
predictions.

Note that local testing in regions of the input space
requires a larger amount of testing data than standard testing
procedures. This can be seen, e.g., in the second experiment,
where 75% of the data is employed as test data. However,



this is an inherent feature of the region-based methodology,
which requires substantial quantities of data to achieve high-
resolution analysis within an input space.

VIII. CONCLUSION

In conclusion, this paper presents a novel testing method
for multi-input systems that assesses prediction quality by
testing in specific regions of the input space. This method
is versatile, allowing for the combination of different scales
of evaluation using an arbitrary calibration measure. A key
contribution of our work is the provision of local calibration
information, which is particularly useful when trustworthy
models are of interest. This local calibration information
provides a detailed understanding of the model’s performance
and trustworthiness in different regions of the input space.

Looking ahead, there are several promising directions for
future research. One such direction is the use of local quality
of predictions in applications such as state estimation and
optimal control. Additionally, refining predictions in active
learning settings presents an exciting area of investigation.
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