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Abstract 14 

In this investigation, a DEM-CFD model of an optical belt sorter is modified to become adaptive 15 

to varying belt speeds. For that, the positions and orientations of the nozzle bar and collecting 16 

containers are rearranged. Also, the duration of nozzle activation and optimal position of 17 

particle ejection are adjusted. For the derivation of optimal velocity-dependent parameters, a 18 

two-dimensional model is derived and optimized as a pre-processing step. The derived 19 

parameters are applied to the three-dimensional DEM-CFD model. Two optically 20 

distinguishable types of demolition waste materials are considered. All conveyor belt velocities 21 

are investigated with instantaneously and lagged activated nozzles, which represent fast and 22 

realistic triggered nozzle activations. The application of optimized sorting setups shows 23 

promising sorting results for a broad range of conveyor belt velocities. The obtained results 24 

are discussed in terms of their feasibility in being applied to real optical belt sorters.  25 

 26 
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1 Introduction 30 

Sensor-based sorters play an important role in material pre-treatment in the mining industry 31 

[1]–[3], in food processing [4]–[8] and in waste sorting [9]–[12]. The growing importance of 32 

sorting quality is the main driver in sorting system development today [13]. Increasing demand 33 

for resources, along with growing environmental awareness, contributes to that aim and 34 

pushes it in the vast field of waste recycling especially. The European Union aims to improve 35 

waste recycling and decrease waste landfilling in the next years [14]. To name two examples, 36 

with only roughly 46 % of demolition waste (2011, [15]) and 37 % of plastic waste in the EU 37 

being currently recycled (2021, [16]), there is still a great need for improvement in particular 38 

for development in terms of sensor-based sorting. In sensor-based sorting, properties of 39 

material classes are measured by a sensor, and those classes are separated based on their 40 

properties. Sensor types and, therefore, measured properties can be manifold, for example, 41 

[13] elemental composition measured by X-ray fluorescence, reflection or absorption of 42 

infrared light, radiation measured by near-infrared spectrometry or hull detection measured via 43 

laser triangulation. In the present study, we focus on a sorting system that captures the particle 44 

color using a camera in the visible wavelength range. The principle of such an optical belt 45 

sorter is shown in Fig. 1. Either a line-scan camera or an area-scan camera detects the position 46 

and color of transported particles. The images are transferred to a data processing unit that 47 

controls an array of nozzles and calculates the specific nozzle, nozzle activation time and 48 

duration based on the particle movement by means of a sorting model. An estimation of particle 49 

movement is necessary, since the particle movement is unknown between the camera and 50 

nozzle array (see Section 3.1.2 for details).  51 

 52 
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Fig. 1: Illustration of an optical belt sorter. Particles from different classes move on the 53 

conveyor belt and are either detected by a line-scan camera or an area-scan camera. Particle 54 

movement is tracked by the area-scan camera, or the position orthogonal to the movement is 55 

detected by the line-scan camera. The measurement data is then processed, and an activation 56 

signal is transmitted to the particular nozzle, which sorts out the reject material. The accept 57 

material can pass undisturbedly. 58 

 59 

In sorting processes today, all components of the optical belt sorters are adjusted and fixed to 60 

the expected operational conditions, mainly mass flow and input composition. Those 61 

conditions, however, can fluctuate, possibly leading to reduced sorting accuracies. This 62 

behavior was recently shown in an experimental investigation by [15]. Such fluctuations are 63 

commonly being tried to be balanced by monitoring and pre-handling of material inflows. In 64 

[15], the authors used a hopper for the feed material to ensure that the material stream would 65 

remain constant and within the limit where the sorting performance is acceptable. Another 66 

approach, which we present in this work, is to directly react to the fluctuations within the sorter 67 

operation by adjusting the sorter hardware and parameters in an adequate way. As a result, 68 

operation points of the sorter can be found, at which the sorting accuracy remains constant or 69 

even increases, despite changing inflow conditions. This can be accomplished by influencing 70 
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the occupancy density on the conveyor belt through the conveyor belt velocity. The belt velocity 71 

affects the proximity of the particles on the belt, which could have a major impact on the sorting 72 

quality. This hypothesis is going to be investigated in this study.  73 

The aim of our study can be summarized as follows: We want to develop an adaptive belt 74 

sorter that reacts to changed input feed conditions such as the mass flow rate by adapting the 75 

conveyor belt velocity, so that optimal sorting performance is assured. For that, we want to find 76 

a method to compute optimal sorting parameters at arbitrary belt velocities as a pre-processing 77 

step. With those parameters, we want to show that changing the conveyor belt velocities can 78 

be useful for improving the sorting accuracy. Our work can be seen as the first step towards 79 

an adaptive belt sorter, since conveyor belt velocity and sorting parameters are not changed 80 

during operation, but in advance.  81 

To do so, a DEM-CFD model of an optical belt sorter, as depicted in Fig. 1, is utilized to identify 82 

the components and parameters that have to be adapted to changing conveyor belt velocities. 83 

These are the collecting containers’ positions and orientations as well as nozzle activation time 84 

and nozzle activation offset. As a next step, a framework to compute optimal sorting 85 

parameters at arbitrary conveyor belt velocities is introduced. This is necessary for optimization 86 

since a direct optimization as part of the DEM-CFD would be too computationally costly. After 87 

the computation of the optimal parameters at a range of belt velocities, they are applied to the 88 

DEM-CFD model for validation. With those optimal parameters being validated, the sorting 89 

behavior of the optical belt sorter is investigated in detail for four inflow scenarios. Furthermore, 90 

the influence of the time lag between nozzle activation and actual formation of the air jet is 91 

analyzed in detail, since faster moving bulk particles require a faster sorting for proper material 92 

separation. A slow and thereby realistic sorting system is therefore compared to a fast-sorting 93 

system with no lag in terms of sorting accuracy. Sorting with the obtained parameters yields 94 

very good sorting results up to certain belt velocities. We can show that varying belt velocities 95 

can be beneficial for a range of sorting scenarios. The benefit is directly connected to the speed 96 

of nozzle activation. 97 
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For our study, we utilize the DEM-CFD method to model the whole sorting system. With the 98 

DEM, we compute the particle motion along with particle-particle and particle-wall interactions. 99 

The fluid phase is computed with a CFD simulation and coupled to the DEM at the area of the 100 

nozzles. We use unresolved DEM-CFD modeling, which means that the flow around the 101 

particles is not resolved in detail. The fluid force acting onto the particles is modeled by a drag 102 

force provided through a correlation instead. For material, we exemplarily consider two 103 

optically distinguishable rubble materials (brick and sand-lime brick) where the non-spherical 104 

particle shape is represented by clustered spheres. To perform reliable DEM-CFD simulations, 105 

we obtain the DEM contact parameters by an experimentally driven calibration procedure.  106 

Our strategy to model optical sorting by DEM-CFD is motivated by the qualities of this 107 

approach: While computing times are relatively small, the results yielded can be analyzed in 108 

detail, and large particle systems can be handled. Although being used throughout many 109 

industries, there is very little research concerning the numerical investigation of optical belt 110 

sorters [16]–[19]. The uncoupled DEM is used broadly to address pure conveying problems, 111 

especially to analyze wear and load [20]–[22]. Coupled DEM-CFD simulations are prominent 112 

in other topics, such as pneumatic conveying [23], fluidized beds [24] and many others [25]–113 

[27]. For a comprehensive overview of possible methods, limits as well as applications of the 114 

DEM-CFD, we refer the reader to [28].  115 

Our article is structured as follows: The following Section 2 explains the methodology we used 116 

for the DEM-CFD simulations. Section 3 contains the description of our sorter model and the 117 

material representation in the DEM-CFD with calibration results. In Section 4, the 118 

consequences of changing the belt velocity for the bulk material and the affected components 119 

of the sorting are discussed. Section 5 presents the derivation of our optimization framework 120 

to operate the belt sorter at varying belt velocities and the derivation of related optimized 121 

parameters. In Section 6, the optimized parameters are applied to the DEM-CFD for a sorter 122 

operated at varying belt velocities for validation. Furthermore, real sorting scenarios with two 123 

different nozzle activation speeds are assessed, and corresponding results are shown. Finally, 124 
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Section 7 draws conclusions from the findings. The calibration procedure of the DEM contact 125 

parameters is described in Appendix A.  126 

  127 

2 Methodology: DEM-CFD approach 128 

To describe particle movements within the DEM, we start with the second Newtonian law of 129 

motion governing translational motion for particle 𝑖𝑖 with the mass 𝑚𝑚𝑖𝑖 and acceleration �⃗�𝑥�̈�𝚤 130 

𝑥𝑥�⃗ �̈�𝑖𝑚𝑚𝑖𝑖 = 𝐹𝐹𝑖𝑖𝑐𝑐���⃗ + 𝐹𝐹𝑖𝑖
𝑔𝑔����⃗ + 𝐹𝐹𝑖𝑖

𝑓𝑓���⃗ ,  (1) 

where 𝐹𝐹𝚤𝚤𝑐𝑐����⃗  are summed contact forces originating from contact with other particles and walls, 131 

𝐹𝐹𝚤𝚤
𝑔𝑔�����⃗  is the gravitational force, and 𝐹𝐹𝚤𝚤

𝑓𝑓�����⃗  is the force caused by interaction with the surrounding 132 

fluid. Analogously, rotational motion is governed by 133 

𝐽𝐽𝑖𝑖𝜔𝜔𝚤𝚤����̇⃗ + 𝜔𝜔𝚤𝚤����⃗ × (𝐽𝐽𝑖𝑖𝜔𝜔𝚤𝚤����⃗ ) = 𝛬𝛬𝑖𝑖−1(𝑇𝑇𝑖𝑖𝑐𝑐���⃗ + 𝑇𝑇𝑖𝑖𝑟𝑟���⃗ ),   (2) 

where 𝑇𝑇𝚤𝚤𝑐𝑐����⃗  are the summed torques induced by wall and particle interactions through sliding 134 

friction and 𝑇𝑇𝚤𝚤𝑟𝑟����⃗  by rolling friction, 𝐽𝐽𝑖𝑖 is the mass tensor of inertia, and 𝜔𝜔𝚤𝚤����̇⃗  denotes the angular 135 

acceleration both in the body fixed frame. A vector e.g. a torque is transformed from the global 136 

frame to the body fixed frame by 𝛬𝛬𝑖𝑖−1. Note that no torques are induced by fluid interaction as 137 

no submodels for particle-fluid torques are applied and the fluid force 𝐹𝐹𝚤𝚤
𝑓𝑓�����⃗  causes no torques. 138 

Adopting the approach from [19] and as also common within the DEM, the occurring contact 139 

forces 𝐹𝐹𝚤𝚤𝑐𝑐����⃗  are split into a normal and a tangential part for contact modelling.  140 

Normal contact forces 𝐹𝐹𝑛𝑛�����⃗  are described by a linear spring damper model  141 

𝐹𝐹𝑛𝑛����⃗ = 𝑘𝑘𝑛𝑛𝛿𝛿 𝑛𝑛�⃗ + 𝛾𝛾𝑛𝑛𝑣𝑣�⃗ 𝑟𝑟𝑟𝑟𝑟𝑟
𝑛𝑛 , (3) 

with normal spring stiffness 𝑘𝑘𝑛𝑛, virtual overlap 𝛿𝛿, normal vector 𝑛𝑛�⃗ , normal damping coefficient 142 

𝛾𝛾𝑛𝑛 and the relative velocity at the contact point �⃗�𝑣𝑟𝑟𝑟𝑟𝑟𝑟𝑛𝑛 . For the linear spring damper model, the 143 

spring stiffness and damping coefficient can directly be calculated from coefficients of normal 144 

restitution between particle–particle and particle–wall interactions and the predefined collision 145 

time [29].  146 
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The tangential force 𝐹𝐹𝑡𝑡����⃗  is calculated from a linear spring model and assumed to be limited by 147 

Coulomb friction   148 

𝐹𝐹𝑡𝑡���⃗ = min �𝑘𝑘𝑡𝑡 �𝜉𝜉𝑡𝑡��⃗ � , 𝜇𝜇𝑐𝑐�𝐹𝐹
𝑛𝑛����⃗ �� 𝑡𝑡 ,  (4) 

where 𝑘𝑘𝑡𝑡 is the tangential spring stiffness, �𝜉𝜉𝑡𝑡���⃗ � is the absolute value of tangential displacement 149 

and 𝜇𝜇𝑐𝑐 is the coefficient of Coulomb friction. The tangential vector is denoted by 𝑡𝑡. 150 

To model rolling resistance 𝑇𝑇𝚤𝚤𝑟𝑟����⃗  in eq. (2), a model provided by [30] is adapted. The rolling torque 151 

can be calculated from the coefficient of rolling friction 𝜇𝜇𝑟𝑟, the normal force 𝐹𝐹𝑛𝑛�����⃗  , the rolling 152 

radius 𝑅𝑅𝑟𝑟 and the relative angular velocity 𝜔𝜔𝑟𝑟𝑟𝑟𝑟𝑟��������⃗ , 153 

𝑇𝑇𝑖𝑖𝑟𝑟���⃗ = −𝜇𝜇𝑟𝑟|𝐹𝐹
𝑛𝑛����⃗ |𝑅𝑅𝑟𝑟

𝜔𝜔𝑟𝑟𝑟𝑟𝑟𝑟������⃗
|𝜔𝜔𝑟𝑟𝑟𝑟𝑟𝑟������⃗ | . (5) 

The fluid phase as part of the nozzle jet is modeled separately for our setup and is described 154 

by conservation of mass (eq. (6)) 155 

𝜕𝜕𝜌𝜌𝑓𝑓
𝜕𝜕𝑡𝑡

+ ∇ �𝜌𝜌𝑓𝑓𝑢𝑢𝑓𝑓���⃗ � = 0 (6) 

and conservation of momentum (eq. (7)), respectively 156 

𝜕𝜕(𝜌𝜌𝑓𝑓𝑢𝑢𝑓𝑓���⃗ )

𝜕𝜕𝑡𝑡
+ ∇ �𝜌𝜌𝑓𝑓𝑢𝑢𝑓𝑓���⃗  𝑢𝑢𝑓𝑓���⃗ � = −∇𝑝𝑝 + ∇𝜏𝜏 + 𝜌𝜌𝑓𝑓 𝑔𝑔��⃗ . (7) 

In Eqs. (6) and (7) 𝜌𝜌𝑓𝑓 is the fluid density, 𝑢𝑢𝑓𝑓����⃗  the fluid velocity, 𝑝𝑝 the pressure, �⃗�𝑔 the gravitational 157 

acceleration and 𝜏𝜏 the stress tensor. For turbulence modeling, we use the Reynolds-averaged 158 

Navier-Stokes equations, so that the stress tensor can be written as 159 

𝜏𝜏 = 𝜂𝜂𝑟𝑟 ��∇ 𝑢𝑢𝑓𝑓����⃗ � + �∇ 𝑢𝑢𝑓𝑓����⃗ �
−1�, (8) 

where 𝜂𝜂𝑟𝑟 is the effective viscosity which is obtained through turbulence modeling. In doing so, 160 

we introduce additional equations and can solve Eqs. (6) and (7). Details of the used 161 

turbulence model are given in Section 3.1.1.  162 

DEM and CFD are coupled one way, which means that the solid phase is disturbed by the 163 

fluid, but not vice versa. Therefore, Eqs. (6) and (7) are not considering the local fluid fraction 164 

𝜀𝜀𝑓𝑓, and the particle-fluid interaction force is not applied volumetrically. As a consequence, 165 
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phenomena such as slipstream introduced by particles on other particles are not covered by 166 

our model.  167 

The fluid force 𝐹𝐹𝚤𝚤
𝑓𝑓�����⃗  onto the particles is calculated by a drag-force correlation, which is the 168 

reason why our model is referred to as unresolved DEM-CFD. The exact flow profile around a 169 

particle is not computed but averaged and used to calculate an integral drag force, which acts 170 

at the particle centroid. We use the drag model introduced by [31], since it is applicable to 171 

complexly shaped particles. It is written as 172 

𝐹𝐹𝑖𝑖
𝑓𝑓���⃗ =  𝐹𝐹𝑖𝑖𝐷𝐷����⃗ + 𝐹𝐹𝑖𝑖

∇𝑝𝑝�����⃗ =
1
2

 𝜌𝜌𝑓𝑓�𝑢𝑢𝑓𝑓���⃗ − 𝑢𝑢𝑝𝑝���⃗ �𝑐𝑐𝐷𝐷𝐴𝐴⊥𝜀𝜀𝑓𝑓
1−𝜒𝜒�𝑢𝑢𝑓𝑓���⃗ − 𝑢𝑢𝑝𝑝���⃗ �. (9) 

The acting force is the sum of the drag 𝐹𝐹𝚤𝚤𝐷𝐷�����⃗  and pressure gradient force 𝐹𝐹𝚤𝚤
∇𝑝𝑝�������⃗ . Velocities of fluid 173 

and particles are denoted by 𝑢𝑢𝑓𝑓����⃗  and 𝑢𝑢𝑝𝑝����⃗  , respectively. 𝑐𝑐𝐷𝐷 denotes the drag coefficient of a 174 

particle, 𝐴𝐴⊥ the projection area perpendicular to the flow direction, and 𝜀𝜀𝑓𝑓 is the local fluid 175 

porosity. It holds that  0 < 𝜀𝜀𝑓𝑓 < 1 due to the solid phase in the fluid. 𝜒𝜒 is an empirical correction 176 

factor and depends on the particle Reynolds number 𝑅𝑅𝑟𝑟 by  177 

𝜒𝜒 = 3.7 − 0.65 exp �−
(1.5 − log(𝑅𝑅𝑟𝑟)2

2
� . (10) 

The Reynolds number for a particle is given by  178 

𝑅𝑅𝑟𝑟 =
1
𝜂𝜂𝑓𝑓
𝜀𝜀𝑓𝑓𝜌𝜌𝑓𝑓𝑑𝑑𝑝𝑝�𝑢𝑢𝑓𝑓����⃗ − 𝑢𝑢𝑝𝑝����⃗ �.  (11) 

Particle diameter and fluid viscosity are denoted by the volume-equivalent quantity 𝑑𝑑𝑝𝑝 and 𝜂𝜂𝑓𝑓, 179 

respectively. The drag coefficient is computed from a correlation that was derived by [32] for 180 

non-spherical particles and is written as   181 

𝐶𝐶𝐷𝐷 =
8
𝑅𝑅𝑟𝑟

1

�𝜙𝜙⊥
+

16
𝑅𝑅𝑟𝑟

1

√𝜙𝜙
+

3
√𝑅𝑅𝑟𝑟

1
𝜙𝜙3/4 + 0.42 ⋅ 100.4(− log(𝜙𝜙))0.2 1

𝜙𝜙⊥
 , (12) 

where 𝜙𝜙⊥ is the ratio of the cross-sectional area of a volume equivalent sphere to the cross-182 

sectional area of the particle perpendicular to the flow. The ratio of the surface area of a volume 183 

equivalent sphere to the surface area of the particle is denoted by 𝜙𝜙. It is referred to as the 184 

sphericity.   185 
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3 Considered sorting setup 186 

3.1 Numerical model of the optical belt sorter 187 

The dimensions and outline of the investigated sorting system are adapted from a laboratory-188 

scale real sorting system, as shown in Fig. 2 (a). The feeding system was removed, and the 189 

components were simplified. An overview of the sorter setup can be seen in Fig. 2 (b). The 190 

sorter is fed by a continuous particle inlet (1), that controls the inflowing mass flow and the 191 

proportion of the material mixture. A chute (2) reduces vibrations of the material and pre-192 

accelerates it. On the belt (3) the material is accelerated and transported to the detection stage 193 

(4), where image acquisition and successive data processing take place. The detection stage 194 

is either an area of 10 cm length (4a – 4b) for area-scan, camera-based sorting or a line (4b) 195 

for line-scan or ideal constant velocity sorting. If reject material that has to be sorted out is 196 

detected, nozzles are activated at the separation stage (5), and the particles are ejected into 197 

the reject container (6). The accept material can pass the separation stage without being 198 

deflected and is collected in the accept container (7).  199 

The conveyor belt is 554 mm long and 140 mm wide. The accept and reject containers and 200 

nozzle positions, as well as their orientations, are adjustable in x- and z-direction. The exact 201 

position is bulk material dependent, since its friction parameters and flow resistance vary. 202 

Besides the latter parameters, further crucial parameters for the sorting process are the 203 

activation duration of the nozzles ∆𝑡𝑡, the sorting model (see Section 3.1.2) and the nozzle time 204 

lag, which will be explained in Section 3.1.3. Note that all mentioned parameters are commonly 205 

fixed for a particular sorting operation.  206 

The numerical model of the experimental system was extensively compared against 207 

experiments in [33]. Here, we have studied the transport behavior of the bulk material on the 208 

conveyor belt. Additionally, the sorting accuracy of the numerical and the experimental system 209 

was compared for three input compositions at two different mass flows at a fixed conveyor belt 210 

velocity, totaling 6 scenarios. By that, not only the particle model (DEM), but also the particle-211 

fluid interaction (DEM-CFD) was validated. The numerical model was found to reproduce the 212 

transport behavior with more than 95 % accordance in the majority of cases. The sorting results 213 
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of the simulations matched the experiments with more than 95 % in all investigated cases. For 214 

further details see [33]. 215 

 216 

 
 

 

Fig. 2: Model of the laboratory scale optical sorting system (a). The blue frame indicates the 217 

part of the system that is simplified and used for the investigations in this work (b).   218 

 219 

3.1.1 Model of the fluid jets  220 

Fig. 3 (a) shows the geometry of a typical single nozzle as it is used for optical sorters. The 221 

geometry was imported from the real sorting system, which was mentioned before. It consists 222 

of one inlet and two outlets with a diameter of 1.6 𝑚𝑚𝑚𝑚 each. The computation of the resulting 223 

fluid field as required for the DEM-CFD was done with Ansys Fluent 19.2. We used a stationary 224 

incompressible RANS with a realizable k-ε turbulence model that is well suited for free stream 225 

flows. Thus, eqs. (6) and (7) apply. Common model constants were used for the simulation 226 

[34]: A turbulence intensity of 3 % and a turbulent viscosity ratio of 8 were assumed. The inlet 227 

pressure was 1.5 𝑏𝑏𝑏𝑏𝑟𝑟. The converged simulation result is shown in Fig. 3 (b) as a contour plot 228 

of the absolute velocity magnitude. One can observe the characteristic features of a free 229 

stream jet, which consist of the decay of the core stream velocity and the crosswise spread of 230 

the velocity profile [35]. Furthermore, we can locate the so-called merging point (MP) (see Fig. 231 

3 (b)), which is found where the inner shear layers of the jets originating from the two outlets 232 

(see Fig. 3 (a)) converge. Another characteristic point, the combined point (CP), is located 233 

further downstream and designates the region where the profile of the dual free stream jet 234 

a) b) 
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corresponds to that of a single free stream [36]. Fig. 3 (c) shows a plane cut through the jet at 235 

a 3 𝑐𝑐𝑚𝑚 distance from the outlet. This distance becomes important in Section 5.1.1.  236 

To prepare the fluid field for coupling with DEM simulations, it was coarsened from about 5 237 

million cells to roughly 10,000 cells. The fine CFD resolution is not needed for unresolved 238 

DEM-CFD coupling and would slow down computations unnecessarily. The whole nozzle array 239 

with 32 nozzles was obtained by concatenating the coarsened single nozzle field 32 times. 16 240 

of 32 activated nozzle fields are shown in Fig. 3 (d).  241 

In the sorting process, 1-3 nozzles are activated to target a detected particle, depending on 242 

the particle size in the y-direction. A single nozzle covers a width of 5 𝑚𝑚𝑚𝑚 in the real sorting 243 

system [37], so that the length of the whole bar is 16 𝑐𝑐𝑚𝑚 in y-direction. Note that the air 244 

resistance during free flight of particles is neglected.  245 

 246 

             

Fig. 3: Geometry of a single nozzle (a), its related fluid field as a contour plot (b), a plane cut 247 

at 3 𝑐𝑐𝑚𝑚 from the outlet (c) and half of the resulting fluid field of the whole nozzle bar (d). 248 

 249 

3.1.2 Applied sorting models 250 

In the following, the three sorting models that were used for the present study are presented 251 

briefly. The purpose of the models is the prediction of a particle trajectory between the 252 

detection stage (camera) and the the separation stage (nozzle array). On that basis, the 253 

nozzles are triggered, and the activation time is computed. Note that the activation time is not 254 

necessarily identical to the formation of the fluid jet and depends on the time lag of the nozzle, 255 

which will be explained in the next Section 3.1.3. The exact location to which the sorting model 256 

must predict the particle movement to assure optimal separation is significant. This location 257 

will be optimized in Section 5.1.1. It is clear that the prediction quality of the used sorting model 258 

b) a) c) d) 
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is crucial for the overall sorting accuracy. A necessary requirement for the working principle of 259 

an optical sorter is therefore the optical distinction of particles by the sorting model. This 260 

excludes stacking material on the conveyor belt, where the lower layer of material is not visible 261 

and thus cannot be targeted properly, strongly reducing the accuracy of the whole sorting 262 

system. Such scenarios mark the operational limit of optical belt sorting and are consequently 263 

excluded from the investigations in this study.  264 

 265 

Line-scan, camera-based sorting: The particles are detected by a line-scan camera at the 266 

last x-position in the transport direction of the conveyor belt as close as possible to the nozzle 267 

array (see Fig. 4 (a)). A passing particle’s y-position can be identified in the camera image, the 268 

y-velocity component orthogonal to the transport direction is typically assumed to be zero. The 269 

velocity in the x-direction is typically assumed to be constant with a predefined value because 270 

it is not captured by the camera. In our sorter model, the assumed velocity is chosen to be 271 

equal to the average particle velocity at the detection stage �̅�𝑣 obtained by preliminary DEM-272 

CFD simulations, because slippage between particles and conveyor belt may occur, and 273 

therefore the conveyor belt velocity is not a suitable choice for �̅�𝑣. Line-scan camera based 274 

sorting is the standard sorting method applied in industry-scale sorters [38]. 275 

 276 

Area-scan, camera-based sorting: In this prediction procedure, the particles are tracked over 277 

a certain belt length, see Fig. 4 (b). Thus, this method is also referred to as tracking. Multitarget 278 

tracking, combined with Kalman filter estimation, is utilized for positional and velocity prediction 279 

of the tracked particles [39]. During the tracking phase, the state of each particle is 280 

subsequently estimated based on the measurements and used to predict the next state. The 281 

final prediction for the particular nozzle at which the particle arrives and the time of the nozzle 282 

activation is done between the last particle measurement and nozzle array. Calculations are 283 

performed under the assumption that the velocity remains constant. For further details 284 

concerning the algorithm and performance comparisons, see [19], [40]–[43]. The tracking is 285 

realized as a MATLAB routine, which runs parallel to the DEM-CFD simulation and exchanges 286 
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data with the simulation code, as shown in Fig. 4 (c). This method showed to yield improved 287 

sorting results compared to the standard line-scan, camera-based sorting, which, among other 288 

reasons, is due to a prediction of the y-velocity component of the particles. 289 

 290 

Ideal constant velocity: This prediction method is a numerical benchmark model applicable 291 

as part of the DEM-CFD. It makes use of the exact, numerically known velocity in x- and y-292 

direction 𝑣𝑣 at the detection stage. Nozzle ID and activation time are then calculated under the 293 

assumption of a constant velocity between the detection stage (camera) and separation stage 294 

(nozzle array), as shown in Fig. 4 (d). This model will be referred to as ideal constant velocity 295 

(ICV) in this work.   296 

 297 

                         

Fig. 4: Employed prediction models for sorting: a) line-scan camera, b) area-scan, camera-298 

based sorting, c) its realization in the DEM-CFD, and d) ideal constant velocity (ICV) prediction. 299 

 300 

3.1.3 Nozzle operation modes 301 

Two operation modes of nozzle activation were considered in our DEM-CFD model, namely 302 

instantaneous and lagged. This is because, in reality, nozzles need a short timespan to be 303 

triggered and to mechanically open and close and therefore cannot be used arbitrarily fast one 304 

after another. The lag is caused by data processing time, electrical signal transmission time 305 

and nozzle valve opening or closing, respectively. Nozzles are, therefore, automatically 306 

operating lagged in real sorting systems. In other words, a nozzle is not activated at the desired 307 

time, but a short period later. The lag time depends on the type of nozzle used (see [44]). Since 308 

b) a) c) d) 
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the numerical model is not limited by mechanical or electrical delays, it is possible to study the 309 

influence of the lag time on the sorting accuracy, which is done in Section 6.2. In the sorter 310 

described in [37], lag times of around 5 𝑚𝑚𝑚𝑚 were found, which we will also use for our 311 

investigations. The principle of both activation modes is illustrated in Fig. 5. It shows possible 312 

scenarios in a series of nozzle activations for an exemplary activation duration of 10 𝑚𝑚𝑚𝑚. In 313 

scenario (a), we see that instantaneous nozzles can be activated arbitrarily fast due to absence 314 

of any lag at which it is opened or closed. The activation time is marked by the red line at the 315 

beginning of an activation period. When a nozzle is operated in lagged mode, the influence of 316 

the lag depends on the time between the points of activation. A nozzle can be activated at the 317 

desired point of time if there is sufficient time to account for the opening lag (b). As the 318 

activation times move closer together, a shortening of activation duration can occur due to the 319 

preceding nozzle opening (c). In the worst-case scenario (d), a whole activation period is 320 

blocked by preceding nozzle activation. As particle velocities increase at higher conveyor belt 321 

velocities, the time lag of nozzle activation will be important for sorting accuracy, which will be 322 

shown in Section 6.2.  323 

 324 
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 325 

Fig. 5: Illustration of the two operation modes: Instantaneous and lagged. Outlined in four 326 

different scenarios with an exemplary activation duration of 10 𝑚𝑚𝑚𝑚. Active nozzles are indicated 327 

by blue horizontal lines, and opening and closing durations are shown as skew lines. Activation 328 

time is indicated by a red line. Instantaneous nozzles can be activated arbitrarily fast (a). In 329 

lagged mode, a nozzle needs an additional 5 𝑚𝑚𝑚𝑚 to open and close, respectively. This may be 330 

without influence (b), but can also lead to shortening (c) or blocking (d) of the activation period, 331 

depending on the temporal spacing between the activation times.  332 

 333 

3.2 Material model  334 

3.2.1 Considered materials 335 

For a realistic sorting scenario, brick (Fig. 6 (a)) and sand-lime brick (Fig. 6 (c)) have been 336 

chosen. By sieving analysis, a particle size distribution was obtained based on the smallest 337 

particle dimension, see Fig. 6 (b) and (d). Sizes of 3.5 𝑚𝑚𝑚𝑚 to 5.65 𝑚𝑚𝑚𝑚 were chosen for 338 

representation of both materials, since they account for more than 80 % of the material bulk. 339 

Density analysis yielded 2541 𝑘𝑘𝑔𝑔/𝑚𝑚³ for brick and 2565 𝑘𝑘𝑔𝑔/𝑚𝑚³ for sand-lime brick.   340 

 341 
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Fig. 6: Brick material (a) and its size distribution (b) and sand-lime brick (c) and its size 342 

distribution (d). 343 

 344 

3.2.2 Particle representation for simulations 345 

Based on size analysis, a CT scan of a representative selection of particles was conducted. A 346 

clustering approach was employed since there exist faster and more robust contact detection 347 

algorithms for clustered shapes that cut computing time drastically. Up to 20 spheres were 348 

used to approximate the complex hulls by utilizing an optimization algorithm that minimizes the 349 

protruding sphere volume. Fig. 7 shows the CT scanned particles (a, c) and the resulting 350 

clusters (b, d) for two examples. In order to model the variation of particle shapes, 3 – 5 shapes 351 

were identified for each size class. As a result, brick is represented by 11 particle types, sand-352 

lime brick by 13 types. Moments of inertia of the particles were calculated according to [45]. 353 

The particle shape was approximated by a large number of points, with a virtual volume being 354 

assigned to each point. The moments of inertia were determined by the volume in the 355 

corresponding coordinate direction. The error introduced by the utilized drag correlation in eq. 356 

(12) is around 14.5 % in average, depending on the exact particle shape. Considering the 357 

shapes of the approximated particles, the error caused by the drag correlation can be assumed 358 

to be around 12 %, because cylindrical or cuboid shapes are not used [32]. The authors 359 

additionally state that the error is likely to be less, because the experimental data used to 360 

calculate the error shows broad scattering. The use of a resolved DEM-CFD approach, where 361 

the fluid around the particles is solved in detail directly yielding the drag, would increase the 362 

computational cost and complexity of the simulations by several orders of magnitude, as a 363 

much finer time step would be required as for unresolved DEM-CFD simulations. In addition, 364 

b) a) c) d) 
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the coupling region in the area of the nozzle jets would have to be remeshed around each 365 

particle as they move through the fluid field. In highly loaded particle systems as investigated 366 

in Sec. 6, there may be present more than 20 particles at once in the coupling region. For a 367 

broad parameter study with a large number of simulations, such an approach (resolved DEM-368 

CFD) would not be realizable.   369 

 370 

    

Fig. 7: Triangular mesh from particle CT-Scan (a, c) and the same particle represented by a 371 

cluster of spheres (b, d) shown for two different particles. 372 

 373 

3.3 DEM contact parameters   374 

As a next step, calibration of DEM contact parameters was carried out. The general procedure 375 

of calibration is to conduct small-scale experiments and simulate them, while parameters of 376 

interest are varied until the results of simulations and experiments match, partly adapting the 377 

procedure of [46]. For a detailed outline of the calibration procedure, see Appendix A. The 378 

parameters obtained by calibration are summarized in Tab. 1. Note that parameters for the 379 

contact of both materials with each other were determined by averaging the values of the single 380 

material contacts for simplification. This is valid since both materials behaved similarly in all 381 

calibration experiments and contact parameters differ only marginally. Note further that all 382 

obtained contact parameters can be either directly applied in the DEM or, in the case of the 383 

COR, be used to calculate a normal stiffness 𝑘𝑘𝑛𝑛 and a damping coefficient 𝛾𝛾𝑛𝑛 (both required 384 

for Eq. (3)) based on a predefined time for a collision, which was set as 𝑡𝑡 = 5 ∙ 10−4 𝑚𝑚. Each 385 

collision was resolved by 50 steps, resulting in a simulation time step of  𝑡𝑡 = 1 ∙ 10−5 𝑚𝑚. The 386 

tangential stiffness 𝑘𝑘𝑡𝑡 (see Eq. (4)) is calculated as stated in [47] based on mechanical material 387 

properties. 388 

b) a) c) d) 
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  389 

Material Sand-lime brick Brick 

COR P-SB [-] 0.19 0.215 

COR P-B [-] 0.215 0.24 

COR P-CB [-] 0.19 0.1 

COR P-SW [-] 0.19 0.1 

Sliding friction P-SB [-] 0.19 0.18 

Sliding friction P-B [-] 0.18 0.17 

Sliding friction P-CB [-] 0.4 0.56 

Sliding friction P-SW [-] 0.4 0.56 

Rolling friction P-SB [-] 2 ∙ 10-2 1.2 ∙ 10-2 

Rolling friction P-B [-] 1.2 ∙ 10-2 3.8 ∙ 10-3 

Rolling friction P-CB [-] 7.5 ∙ 10-3 5.8 ∙ 10-3 

Rolling friction P-SW [-] 7.5 ∙ 10-3 5.8 ∙ 10-3 

Tab. 1: Final calibrated parameters for simulations. (P) refers to the contacting particle, either 390 

sand-lime brick or brick that comes into contact with either sand-lime brick (SB), brick (B), 391 

conveyor belt (CB) or sorter wall (SW) material. 392 

 393 

4 Sorter operation at adaptable conveyor belt velocities  394 

With the numerical model of the optical belt sorter, a systematic study of the sorter at various 395 

conveyor belt velocities was conducted. Firstly, the bulk behavior on the conveyor belt was 396 

investigated. No subsequent sorting was performed in the simulations. Secondly, those 397 

components of the sorting system were identified, which were subject to the adjustment to 398 

changed belt velocities. The identification was made with regard to the particle trajectory in the 399 

free flight phase, which is highly impacted by the belt velocity.  400 

 401 

4.1 Characteristics of bulk transport  402 

To gain insight into the bulk behavior on the conveyor belt, numerical simulations were run at 403 

two mass flows with a pure material stream of the respective materials. Simulations were run 404 
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at mass flows of 100 𝑔𝑔/𝑚𝑚 and 500 𝑔𝑔/𝑚𝑚, and conveyor belt velocities of 0.9 𝑚𝑚/𝑚𝑚 to 2.9 𝑚𝑚/𝑚𝑚 varied 405 

in 0.2 steps. The simulations were chosen such that they coincide with the sorting simulations 406 

in Section 6. Fig. 8 shows the average particle velocity at the conveyor belt end in (a) and the 407 

occupancy density on the conveyor belt in (b). The occupancy density is defined by the fraction 408 

of the total belt area that is particle-covered.  409 

 410 

   

Fig. 8: (a) Mean particle velocity when entering the free flight period versus the belt velocity for 411 

brick and sand-lime brick at 100 𝑔𝑔/𝑚𝑚 and 500 𝑔𝑔/𝑚𝑚. (b) Occupancy density as a function of the 412 

belt velocity for brick and sand-lime brick at 100 𝑔𝑔/𝑚𝑚 and 500 𝑔𝑔/𝑚𝑚. Both shown evaluated at 413 

conveyor belt velocities of 0.9 𝑚𝑚/𝑚𝑚 to 2.9 𝑚𝑚/𝑚𝑚 varied in 0.2 steps. 414 

 415 

The average particle velocity along the belt increases proportionally with belt velocity up to 416 

1.9 𝑚𝑚/𝑚𝑚, as shown in Fig. 8 (a). At higher belt velocities, particle slip occurs, and the curve 417 

flattens depending on material and mass flow. This is a general phenomenon of material 418 

conveying and depends on the specific conditions, such as transported material and belt 419 

friction [48]. Sand-lime brick is accelerated less than brick due to smaller friction on the 420 

conveyor belt (comp. Tab. 4). At 100 𝑔𝑔/𝑚𝑚, sand-lime brick reaches a maximum velocity 421 

of 2.28 𝑚𝑚/𝑚𝑚 in average while brick reaches a velocity of 2.42 𝑚𝑚/𝑚𝑚 at 100 𝑔𝑔/𝑚𝑚. Furthermore 422 

above 1.9 𝑚𝑚/𝑚𝑚 the distribution of the particle velocity along the belt broadens (not shown here). 423 

In Fig. 8 (b), there is a clear trend of decreasing occupancy density for belt velocities up 424 

to 2.3 𝑚𝑚/𝑚𝑚. Particles are pulled apart faster from each other at increasing belt velocities, leading 425 

to improved singulation. This effect is much more prominent for sorting scenarios at 500 𝑔𝑔/𝑚𝑚, 426 

a) b) 
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where occupancy density decreases from around 50 % to roughly 30 % from 0.9 –  2.1 𝑚𝑚/𝑚𝑚. At 427 

higher belt velocities it is diminished by dominating particle slip.  428 

These findings have some important implications for the design and operation of optical belt 429 

sorters and the configuration of the separation stage. Obviously, there exist conveyor belt 430 

velocities where slip is increasingly present. At those velocities, economic operation is not 431 

feasible. Such velocities should therefore be avoided. For sorting setups operated below these 432 

velocities, however, decreased occupancy density present at elevated belt velocities can be 433 

useful in order to reduce undesirable clustering of particles, leading to less densely distributed 434 

scenarios on the belt. When the sorting setup is arranged for a certain belt velocity, it must be 435 

assured that the bulk is moving with the velocity of the belt. Otherwise, the actual bulk velocity 436 

has to be accounted for.  437 

 438 

4.2 Velocity-dependent sorter components  439 

To adapt the sorting stage of the belt sorter to changing conveyor belt velocities, the positions 440 

and alignments of the components have to be chosen such that both fractions fall in the 441 

respective containers. Due to changed particle trajectories, the accept container must be 442 

moved along the x-axis. This was the only direction in which the accept container was allowed 443 

to be moved. For the reject material, more factors must be taken into account: Since it is 444 

deflected into the reject container by the fluid jet, the positions of the nozzle and reject 445 

container are interrelated. Thus, a movement of the nozzle affects the reject container and vice 446 

versa. To assure an optimal entry angle of the reject particles into the container, the alignment 447 

of both the nozzle and the container must also be re-adjusted. Fig. 9 shows the sorting stage 448 

of the sorter model in the initial positions and alignments (a) and with the adjustable 449 

components in a different position and alignment (b).  450 
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 451 

   452 

Fig. 9: Close view of the sorting stage with activated nozzles. (a) Components in the initial 453 

configuration. The yellow dots represent the center points of the components, along which they 454 

were moved and rotated. Positions are measured from the edge of the belt, marked by the 455 

green dot. (b) The colored fluid jet deflects orange brick particles into the reject container in a 456 

changed configuration. White sand-lime brick particles are collected in the accept container. 457 

Arrows denote degrees of freedom of the sorter components.  458 

 459 

To bound the complexity of the problem, z-positions were kept fixed for all components. 460 

Furthermore, to have mobile components adjustable in only one coordinate direction simplifies 461 

the implementation of adaptive components into a real sorting system. The components are 462 

summarized with their initial position, alignment and degree of freedom in Tab. 2.  463 

 464 

Component Initial position Degree of freedom 

Nozzle angle 60.4 ° Rotation around y-axis 

Nozzle position 𝑥𝑥 =  8.0 𝑐𝑐𝑚𝑚 

𝑧𝑧 =  0.8 𝑐𝑐𝑚𝑚 
x-axis 

Reject container angle 29.6 ° Rotation around y-axis 

Reject container 

position  

𝑥𝑥 =  3.32 𝑐𝑐𝑚𝑚 

𝑧𝑧 =  −7.74 𝑐𝑐𝑚𝑚 
x-axis 

b) a) 
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Accept container 

position 

𝑥𝑥 =  13.27 𝑐𝑐𝑚𝑚 

𝑧𝑧 =  − 7.74 𝑐𝑐𝑚𝑚 
x-axis 

Tab. 2: Adjustable components of the sorter with their initial positions and alignments. Positions 465 

are given from the point of origin at the edge of the conveyor belt, denoted in green in Fig. 9 466 

(a). Alignments are measured as depicted in Fig. 10 (a). 467 

 468 

While the positioning of the accept container is straightforward, the adjustment of the nozzle 469 

and reject container are governed by the particle-fluid interaction taking place during the flight 470 

through an activated nozzle. Due to the coupling of the equations and the diversity of the 471 

particles being ejected, a direct solution is not possible. Instead, problem reduction and 472 

optimization are applied to obtain optimal configurations of the sorting stage for arbitrary 473 

conveyor belt velocities.   474 

 475 

5 Adjustment of the sorting setup to arbitrary conveyor belt velocities 476 

5.1 Adjustment procedure 477 

In this Section 5.1, we present a framework that allows us to find optimal sorter parameters for 478 

arbitrary particle velocities. It was implemented in MATLAB. The aim of the MATLAB 479 

framework was to reduce the computation time of particle fluid interactions – taking place at 480 

the separation stage – drastically compared to the 3D DEM-CFD, while retaining its accuracy. 481 

By doing so, several thousand computations were run within minutes using an optimization 482 

algorithm that searched the parameter space for the optimal setup. The results in terms of 483 

operational parameters were then used for DEM-CFD simulations, which will be presented in 484 

Section 6.  485 

All assumptions that have been made to derive the simplified sorter model for optimization are 486 

explained in the next Section 5.1.1. Afterwards, the general optimization procedure and the 487 

construction of the objective function will be described. Section 5.2 presents the configuration 488 

parameters yielded by making use of the framework.  489 
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 490 

5.1.1 Simplified sorter model used for optimization 491 

In order to make the best use of optimization methods, a fast computation of the objective 492 

function is needed. For our problem, the objective function is directly related to the particle 493 

flight through the fluid jet originating from the nozzle array. Since we want to rearrange and 494 

optimize the sorting setup depending on the belt velocity and the thereby resulting particle 495 

velocity, the trajectories must be computed readily.  496 

A large reduction of computing time can be achieved by reducing our problem from three to 497 

two dimensions in physical space. In the following, we present the assumptions we made for 498 

that simplification.  499 

 500 

1) The particles are calmed on the conveyor belt. They move with belt speed and do not move 501 

orthogonally to the transport direction.  502 

2) At a certain distance from the nozzle array, the fluid field is nearly homogenous, meaning 503 

that the third dimension (here: y) can be neglected. Obviously, this area must be downstream 504 

of the combined point (CP) of the twin jet field (see Fig. 3 (b)), where both jets unify. For our 505 

nozzle array configuration, this distance was chosen at 3 cm from the nozzle outlet see Fig. 3 506 

(c) and (d).  507 

3) To calculate the drag onto the particles, we can use the drag formula for single particles as 508 

an approximation neglecting particle orientation. The drag force is given by 𝐹𝐹𝐷𝐷 =  𝑐𝑐𝐷𝐷 ∙
𝜌𝜌
2

 ∙ 𝐴𝐴 ∙509 

𝑣𝑣2𝑟𝑟𝑟𝑟𝑟𝑟, with 𝑐𝑐𝐷𝐷 being the drag coefficient, 𝐴𝐴 the particles projection area perpendicular to the 510 

fluid velocity, 𝜌𝜌 the fluid density and 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟 being the relative velocity between particle and fluid.  511 

4) The bulk material can be represented by a few representative particle shapes and sizes. 512 

 513 

The projection areas and masses of each material were analyzed, and the six most significant 514 

masses with maximum and minimum projection area for each were chosen. Hence, all 515 

combinations of mass and projection area were covered. The use of extreme combinations of 516 
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mass and projection area assures that all particles hit the containers. The value ranges are 517 

given in Tab. 3.  518 

 519 

Quantity Sand-lime brick Brick 

Projection areas 1.7 ∙ 10−5 −   5 ∙ 10−5 𝑚𝑚² 1.45 ∙ 10−5 −   8.6 ∙ 10−5 𝑚𝑚² 

Masses 1.45 ∙ 10−5 −   5.4 ∙ 10−4 𝑘𝑘𝑔𝑔 1.2 ∙ 10−5 −   8 ∙ 10−4 𝑘𝑘𝑔𝑔 

Tab. 3: Value range of projection areas and masses for both materials. 520 

 521 

The projection areas and masses vary in the order of five, while the drag coefficient following 522 

eq. (12) varies at most by 20% for all particles around a value of 1. Thus, it is held constant at 523 

𝑐𝑐𝐷𝐷 = 1 for optimization calculation. Force equilibrium and Newton’s law of motion yield 524 

�̇�𝑣𝑥𝑥 ∙ 𝑚𝑚 =  𝐴𝐴 ∙ 𝜌𝜌 ∙
1
2

 𝑐𝑐𝐷𝐷 ∙ �̅�𝑣𝑟𝑟𝑟𝑟𝑟𝑟 ∙ 𝑣𝑣𝑥𝑥,𝑟𝑟𝑟𝑟𝑟𝑟 ,  (13) 

�̇�𝑣𝑧𝑧 ∙ 𝑚𝑚 =  𝐴𝐴 ∙ 𝜌𝜌 ∙ 1
2

 𝑐𝑐𝐷𝐷 ∙ �̅�𝑣𝑟𝑟𝑟𝑟𝑟𝑟 ∙ 𝑣𝑣𝑧𝑧,𝑟𝑟𝑟𝑟𝑟𝑟 − 𝑚𝑚𝑔𝑔   (14) 

for both coordinate directions denoted by the subscripts. The particle acceleration is referred 525 

to as �̇�𝑣, with the dot indicating the temporal derivative of 𝑣𝑣, the particle mass is 𝑚𝑚, and the 526 

gravitational acceleration is 𝑔𝑔. The equations are coupled by the absolute value of the relative 527 

velocity �̅�𝑣𝑟𝑟𝑟𝑟𝑟𝑟. 528 

A Forward-Euler scheme with a step of 1 ∙ 10−4 𝑚𝑚 was used for time integration. For each 529 

conveyor belt velocity and corresponding particle velocity and material, 12 particle trajectories 530 

were calculated.  531 

 532 

5.1.2 Optimization strategy 533 

In addition to the already presented geometrical parameters of nozzle bar and reject container, 534 

two temporal parameters were introduced, which were subject to the optimization: The first 535 

parameter is the duration of the nozzle activation ∆t. The second parameter τ denotes the 536 

activation time offset between a particle reaching the area of the fluid field and the point in time 537 

at which the nozzle is activated. This variable is crucial because it allows the algorithm to 538 
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activate the nozzle when the particle is near the core of the jet. Here, the fluid jet transfers the 539 

highest momentum to the particle and deflects it in the shortest time. In other words, through 540 

τ, we obtained the optimal position 𝑥𝑥𝐴𝐴, at which the nozzle had to be activated, by  𝑥𝑥𝐴𝐴 = 𝑣𝑣𝑝𝑝  ∙541 

τ + 𝑥𝑥𝐸𝐸, with 𝑣𝑣𝑝𝑝 being the particle velocity and 𝑥𝑥𝐸𝐸 being the edge of the fluid field. The position 542 

of nozzle activation 𝑥𝑥𝐴𝐴 was then used in the specific sorting model to predict the time at which 543 

a particle reached the nozzle at 𝑥𝑥𝐴𝐴 and thus the nozzle had to be activated. The geometric 544 

parameters were optimized as the deviation 𝛥𝛥 from the initial values as given in Tab. 2. 545 

Consequently, absolute positions and orientations are given by the initial value altered by the 546 

optimized 𝛥𝛥 for the respective variable. All parameters are summarized in Tab. 4. Note that a 547 

rotation (∆α, ∆β) is measured counterclockwise. 548 

 549 

Parameter 
Variable name 

in optimization 

Nozzle rotation ∆α 

Nozzle displacement ∆𝑥𝑥𝑛𝑛 

Reject container rotation ∆β 

Reject container 

displacement 
∆𝑥𝑥𝑐𝑐 

Activation duration ∆t 

Activation offset τ 

Tab. 4: Optimized parameters with the symbol used in the optimization. 550 

 551 

Fig. 10 (a) shows the input parameters, also referred to as optimization variables, in the 552 

simplified 2D simulation. Nozzle angle and container angle are shown in their initial position. 553 

Note that the particle trajectory is undisturbed during the time offset τ. At its end, the nozzle 554 

activation starts for ∆t. From there, a split up of the trajectories due to different masses and 555 

projection areas can be noticed.   556 
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The conditions and the respective optimal value for the construction of the objective function 557 

were defined as follows:   558 

 559 

I. Optimal distance between particle and nozzle outlet is 3 𝑐𝑐𝑚𝑚, when the nozzle is 560 

activated 561 

II. Intersection of deflected particle trajectory and reject container is at the container 562 

opening center at 𝑟𝑟𝑐𝑐 2⁄ = 2.93 𝑐𝑐𝑚𝑚  563 

III. The angle between the deflected trajectory and the reject container opening is 90°   564 

IV. The activation duration of the nozzle is minimal  565 

 566 

Condition I was chosen so that particles pass through the jet region where high velocities and 567 

small gradients are prominent, as stated in Section 5.1.1 before. Conditions II and III assured 568 

that particles with non-optimal entry angles or positions still end up in the reject container. 569 

Condition IV minimizes undesired deflection of accept particles and furthermore saves 570 

compressed air, if applied to a real sorting system. Additionally, it was assured that the reject 571 

container did not intersect with the undeflected trajectories and the accept container. 572 

Otherwise, the algorithm would move the reject container back as far as possible to the trivial 573 

solution of an undeflected trajectory.  Expressed in a function, the conditions yield 574 

f (∆α,∆β,∆𝑥𝑥𝑐𝑐 ,∆𝑥𝑥𝑛𝑛 ,∆t, τ  ) =  ∑ (𝑤𝑤1(|𝐼𝐼𝑖𝑖 − 3 𝑐𝑐𝑚𝑚|) + 𝑤𝑤2(|𝐼𝐼𝐼𝐼𝑖𝑖 −
𝑟𝑟𝑐𝑐
2

|) + 𝑤𝑤3(|𝐼𝐼𝐼𝐼𝐼𝐼𝑖𝑖 − 90°|) + 𝑤𝑤4𝐼𝐼𝐼𝐼𝑖𝑖𝑛𝑛
𝑖𝑖=1 . (15) 

The conditions were summed over 𝑛𝑛 = 12 trajectories per material so that they were evaluated 575 

for each particle. Weights 𝑤𝑤1 − 𝑤𝑤4 scaled and weighted the conditions equally. The activation 576 

duration ∆t and ejection delay τ were optional input variables of the objective function, which 577 

could also be minimized on fixed positions and orientations of eject container and nozzle: 578 

Either 𝑤𝑤1 − 𝑤𝑤3 or 𝑤𝑤4 could be set to zero.  579 

The genetic algorithm from MATLAB was used to find the optima [49]. At least 30 generations 580 

with populations of 300 individuals were used. The stopping criterion was set at a function 581 

tolerance of 1 ∙ 10−6. Sorting setups were optimized for conveyor belt velocities of 0.9 m/s to 582 

2.9 m/s in 0.2 m/s steps. Geometric parameter variation was simplified by using results of 583 
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preceding velocity optimization as an initial population for the next optimization. An exemplary 584 

result is shown in Fig. 10 (b), plotted for a single trajectory of brick for 1.1 –  2.7 m/s in 585 

0.4 m/s steps. Also, conditions I-IV are depicted in the graphic.  586 

 587 

    

Fig. 10 (a): 12 trajectories of sand-lime brick through the activated nozzle with geometric and 588 

temporal input variables. The shown alignments are the initial ones of the container and nozzle 589 

(α𝑖𝑖 = 60.4 ° and β𝑖𝑖 = 29.6 °). Orange circles locate the origin of the reject container and the 590 

nozzle at the initial position. (b): Exemplary results of optimizations, shown for particle 591 

trajectories of brick for conveyor belt velocities 1.1 – 2.7 m/s in 0.4 m/s steps. Also, optimization 592 

conditions (I-IV) are shown. Thick blue regions of the trajectories indicate the positions at which 593 

the nozzle jet was acting.  594 

 595 

The optimization procedure was as follows:  596 

O.1) Optimization of 4 geometric parameters (∆α,∆β,∆𝑥𝑥𝑐𝑐 ,∆𝑥𝑥𝑛𝑛) for a setup with a continuously 597 

operating nozzle (setting ∆t = ∞ s, τ = 0 s, w4 = 0).  598 

O.2) Optimization of 2 temporal parameters (∆t, τ) on fixed positions and orientations 599 

(∆α,∆β,∆𝑥𝑥𝑐𝑐 ,∆𝑥𝑥𝑛𝑛) obtained as part of O.1 (setting 𝑤𝑤1,𝑤𝑤2,𝑤𝑤3 = 0).   600 

 601 

The results of the optimizations are discussed in the next Section 5.2.  602 

 603 

b) a) 
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5.2 Adjustment results   604 

The results of O.1 are shown in Fig. 11. From left to right, the plots show displacements and 605 

rotations from the initial positions and alignments of both reject container and nozzle, 606 

respectively. On the x-axis, the average particle velocity at the conveyor belt end that was used 607 

for optimization is shown. The respective optimization variable is plotted on the y-axis. The 608 

parameters for brick are plotted in blue, and parameters for sand-lime brick are plotted in red. 609 

Obviously, the range of particle velocities is narrower (0.9 𝑚𝑚/𝑚𝑚 –  2.7 𝑚𝑚/𝑚𝑚) than the actually 610 

used conveyor belt velocities of 0.9 –  2.9 𝑚𝑚/𝑚𝑚 due to slip of the particles on the belt. This 611 

behavior was discussed in Section 4.1. The curves were interpolated piecewise between 612 

optimized parameters.  613 

The optimized reject container rotation, see Fig. 11 (a), and displacement, see Fig. 11 (b), 614 

show a nearly linear progression with increasing particle velocity. This can be explained by 615 

increasing particle inertia: the particle trajectories are prolonged in the x-direction, so the 616 

container must adapt accordingly. Nozzle rotation, see Fig. 11 (c), and displacement, see Fig. 617 

11 (d), also show a nearly constant ascent, while the curves are slightly offset for both 618 

materials. Several optimization runs showed that such changes in displacement directions, as 619 

well as oscillations in parameter curves, stem from the stochastic nature of the genetic 620 

algorithm. Since initial populations and following generations are chosen partly randomly, 621 

optimal solutions can vary between optimization runs with identical preferences [49]. In any 622 

case, the solutions fulfill our conditions in terms of optimality.  623 

 624 

  

a) c) d) b) 
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Fig. 11: (a) – (d) Displacements and rotations of reject container and nozzle array optimized 625 

for brick and sand-lime brick for a permanently operating nozzle (∆t = ∞ s, τ = 0 s) in 626 

dependence on average particle velocity. 627 

 628 

In Fig. 12, the optimization results of O.2 are presented. As already introduced, the temporal 629 

parameters were computed for an already fixed geometric arrangement of the nozzle and 630 

reject container at increasing conveyor belt velocities. Since the particle velocities were not 631 

equal for both materials, as can be seen in Fig. 8 (a), the velocities diverge towards higher 632 

values. In Fig. 12 (a), the activation duration ∆t is shown. Both curves show oscillations, but 633 

obtained values also decline with increasing particle velocity. The decline is caused by a 634 

shrinking angle of deflection (angle between particle trajectory before and after nozzle 635 

interaction) at higher particle velocities, as obtained by O.1 (see also Fig. 10 (b)).  636 

The activation offset (Fig. 12 (b)) decreases linearly with particle velocity for both materials. 637 

This happens as, due to higher velocity, the particles need less time to cover the distance 638 

between the fluid field edge and core.  639 

 640 

 

 

 

Fig. 12: (a) Optimized activation duration ∆t of nozzles. (b) Optimized activation offset τ in 641 

dependence on average particle velocity.  642 

 643 

a) b) 
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To sum up, the results show a clear tendency of moving the nozzle and containers further in 644 

the x-direction while increasing the nozzle and reject container rotation with increasing belt 645 

velocity. Due to this rearrangement, nozzle activation duration can be further reduced for faster 646 

particles.  647 

 648 

6 DEM-CFD simulation results of the optimized sorter setups  649 

The adjustment results corresponding to an average particle velocity aligned to that from 650 

Section 4.1 were applied to our DEM-CFD model of an optical belt sorter utilizing unresolved 651 

one-way coupling. First, it was verified that the obtained parameters were valid for a single 652 

component material stream. This was proven for both geometrical (O.1) as well as temporal 653 

parameter sets (O.2), outlined in Section 6.1. After evaluating the optimal sorting parameters, 654 

we moved to a sorting scenario with mixed material composition (Section 6.2). Here, sorting 655 

was simulated with both instantaneous and lagged nozzle activation modes, as described in 656 

Section 3.1.3. In doing so, the characteristics of the sorting system were assessed at various 657 

belt velocities. Concerning the detection stage, we inferred that no detection errors occur 658 

independently of the occupancy density on the belt, which is a valid assumption as 659 

experimental investigations with the setup in [37] have shown.  660 

The simulations were run for 5 𝑚𝑚 physical times, because it was observed that the sorting 661 

results did not change more than 1 % for the last second. Thus, the sorter reached a stationary 662 

operational mode. A mass flow inlet was used to provide the feed material in a quadratic 663 

domain of [0.1 , 0.06 , 0.23] 𝑚𝑚. The results of the simulations are plotted separately for the reject 664 

(negative, to sort out) and the accept fraction (positive, not to sort out). Bar charts are used to 665 

visualize the simulation results, where the blue bars of the reject fraction show the true negative 666 

rate (TNR) and the green bars of the accept fraction show the true positive rate (TPR). Both 667 

rates are defined as 𝑇𝑇𝑇𝑇𝑅𝑅 = 𝑇𝑇𝑟𝑟𝑇𝑇𝑟𝑟 𝑛𝑛𝑟𝑟𝑔𝑔𝑛𝑛𝑡𝑡𝑖𝑖𝑛𝑛𝑟𝑟𝑛𝑛
𝑇𝑇𝑟𝑟𝑇𝑇𝑟𝑟 𝑛𝑛𝑟𝑟𝑔𝑔𝑛𝑛𝑡𝑡𝑖𝑖𝑛𝑛𝑟𝑟𝑛𝑛+𝐹𝐹𝑛𝑛𝑟𝑟𝑛𝑛𝑟𝑟 𝑝𝑝𝑝𝑝𝑛𝑛𝑖𝑖𝑡𝑡𝑖𝑖𝑛𝑛𝑟𝑟𝑛𝑛

  and   𝑇𝑇𝑇𝑇𝑅𝑅 =668 

𝑇𝑇𝑟𝑟𝑇𝑇𝑟𝑟 𝑝𝑝𝑝𝑝𝑛𝑛𝑖𝑖𝑡𝑡𝑖𝑖𝑛𝑛𝑟𝑟𝑛𝑛
𝑇𝑇𝑟𝑟𝑇𝑇𝑟𝑟 𝑝𝑝𝑝𝑝𝑛𝑛𝑖𝑖𝑡𝑡𝑖𝑖𝑛𝑛𝑟𝑟𝑛𝑛+𝐹𝐹𝑛𝑛𝑟𝑟𝑛𝑛𝑟𝑟 𝑛𝑛𝑟𝑟𝑔𝑔𝑛𝑛𝑡𝑡𝑖𝑖𝑛𝑛𝑟𝑟𝑛𝑛

  .  669 

 670 
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6.1 Validation of derived optimal sorting parameters 671 

6.1.1 Geometrical parameters 672 

The first simulations were performed with parameters obtained in optimization runs with 673 

geometric variables only (optimization O.1). Nozzles were activated permanently to assess if 674 

all particles were ejected correctly with the optimized positions and alignments of the sorter 675 

components. Consequently, only reject material was considered. Fig. 13 presents the sorting 676 

results in bar diagrams. Blue bars indicate correctly separated particles, while yellow bars 677 

indicate particles that fell beside the containers. On the left side, we see brick and sand-lime 678 

brick sorted at 100 𝑔𝑔/𝑚𝑚. On the right side, results of sorting at 500 𝑔𝑔/𝑚𝑚 mass flow are shown. 679 

From all plots, a high ejection accuracy can be seen for conveyor belt velocities to 2.1 𝑚𝑚/𝑚𝑚. It 680 

decreases slightly for higher belt velocities when particle slip occurs. The largest single decay 681 

can be seen in Fig. 13 (c) at 2.9 𝑚𝑚/𝑚𝑚, where the accuracy is 84 %.  682 

 683 

𝑑𝑑𝑚𝑚/𝑑𝑑𝑡𝑡 = 100 𝑔𝑔/𝑚𝑚 𝑑𝑑𝑚𝑚/𝑑𝑑𝑡𝑡 = 500 𝑔𝑔/𝑚𝑚 

brick      sand-lime brick   brick    sand-lime brick 

    

Fig. 13: Correctly separated particles (TNR, blue bars) for a continuously operating nozzle. 684 

The yellow bars indicate particles that missed the containers.  685 

 686 

6.1.2 Temporal parameters 687 

As a next evaluation step, the single component materials were sorted under activation and 688 

deactivation of nozzles. For that, the two optimized temporal variables from O.2 were used in 689 

this setup. It was tested if the activation duration and activation offset yielded good sorting 690 

results for a pure material stream. The three sorting models – line-scan, tracking and ICV – 691 

were compared. Again, brick and sand-lime brick were sorted at 100 𝑔𝑔/𝑚𝑚 and 500 𝑔𝑔/𝑚𝑚 each. 692 

a) b) c) d) 
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Fig. 14 shows all results obtained. The rows show different scenarios sorted with a fixed sorting 693 

algorithm; columns compare different sorting algorithms for a fixed scenario (material and 694 

mass flow rate). Results of line-scan sorted material are shown in the first row, tracking 695 

scenarios are shown in the second row, and ideal sorted scenarios in the last row. Line-scan 696 

sorted runs (a-d) show good sorting results for conveyor belt velocities to 1.7 𝑚𝑚/𝑚𝑚. Here, the 697 

TNR decays heavily from around 90 % at 1.9 𝑚𝑚/𝑚𝑚 down to around 30 % at 2.9 𝑚𝑚/𝑚𝑚. The results 698 

show a direct dependence on the particle velocity distribution. Since the line-scan algorithm 699 

must assume a fixed particle velocity, which was chosen as the average velocity obtained in 700 

Section 4.1, the assumption error grows for a faster belt velocity where slip occurs, and the 701 

velocity distribution along the belt broadens. The tracking (e-h) performed significantly better. 702 

We can see TNR close to 100 % for conveyor belt velocities to 1.9 𝑚𝑚/𝑚𝑚 at all sorting scenarios. 703 

The TNR decays to 70 % for brick and 75 % for sand-lime brick at 2.9 𝑚𝑚/𝑚𝑚. Lastly, we compare 704 

the results to the benchmark algorithm that uses the exact particle velocities to predict nozzle 705 

activation (i-l). The results are qualitatively analogous to the tracked sorting but decay slightly 706 

less at occurring particle slip on the belt starting at 2.1 𝑚𝑚/𝑚𝑚. As we would expect, the exact 707 

particle velocity differs slightly from the predictions made by the tracking algorithm, leading to 708 

7% – 10 % higher accuracies at 2.9 𝑚𝑚/𝑚𝑚.  709 

 710 

𝑑𝑑𝑚𝑚/𝑑𝑑𝑡𝑡 = 100 𝑔𝑔/𝑚𝑚 𝑑𝑑𝑚𝑚/𝑑𝑑𝑡𝑡 = 500 𝑔𝑔/𝑚𝑚 

brick      sand-lime brick   brick    sand-lime brick 

    

    

a) b) c) d) 

e) f) g) h) 

j) 
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Fig. 14: Correctly separated particles (TNR, blue bars) for (a) – (d) line-scan, camera-based 711 

sorting, (e) – (h) area-scan, camera-based sorting, and (i) – (l) ideal sorting for a pulsed 712 

operated nozzle. Red bars denote falsely sorted particles (wrong container), and yellow bars 713 

denote lost particles (missed both containers).  714 

 715 

Obviously, the optimized geometric and temporal parameters lead to very robust sorting 716 

setups. The sorting setups were successfully adapted to the increased conveyor belt velocities.   717 

 718 

6.2 Investigation of sorting accuracy of a mixed material 719 

After evaluating the adaption of the sorting setups to changed conveyor belt velocities, the 720 

sorting of mixed bulk material at those velocities was investigated. For that, the validated 721 

parameters were applied to the model in realistic sorting scenarios in the following. All 722 

scenarios were compared for the two nozzle operation modes. Because nozzles have to be 723 

activated in short succession at high occupancy densities and fast particle velocities, the 724 

reaction time to a triggered activation is crucial. We, therefore, simulated sorting at an 725 

instantaneous mode, where the fluid field is present immediately after activation. This 726 

corresponds to a fast-sorting system, which is not realizable in reality. It was compared to a 727 

lagged operational mode, where nozzle activation and deactivation took an additional 5 𝑚𝑚𝑚𝑚. 728 

That corresponds to a slow sorting system. In the system described in [37], similar lag times 729 

were found. In all simulations, sand-lime brick with fractions of 20 % and 50 % was sorted out 730 

at mass flows of 100 𝑔𝑔/𝑚𝑚 and 500 𝑔𝑔/𝑚𝑚.  731 

 732 

i) k) l) 
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6.2.1 Fast sorting system: Instantaneously activated nozzles  733 

The simulation results with instantaneous nozzle activation are presented in the following. In 734 

Fig. 15, the sorting results of the reject fraction (sand-lime brick) are plotted. The percentage 735 

of the correctly ejected particles (TNR) is represented by the blue bars. In general, the results 736 

are very similar to those of pure material sorting. The TNR of the line-scan sorted scenarios 737 

(a-d) deteriorates at 1.7 𝑚𝑚/𝑚𝑚 at 100 𝑔𝑔/𝑚𝑚 and at 1.9 𝑚𝑚/𝑚𝑚 at 500 𝑔𝑔/𝑚𝑚. The lowest sorting accuracy 738 

is achieved in the 20: 80 scenario with 500 𝑔𝑔/𝑚𝑚 mass flow at 2.9 𝑚𝑚/𝑚𝑚 with about 10 %. 739 

Analogous to the findings in Section 6.1, the line-scan algorithm performed worst as soon as 740 

the particle velocity broadened widely due to the slip between the particles and belt. In contrast, 741 

the tracking algorithm showed very good sorting precision. Nearly 100 % of reject material was 742 

sorted out for velocities up to 1.9 𝑚𝑚/𝑚𝑚. From here, a slow decline is notable for increasing belt 743 

velocities. Interestingly, the lowest TNR is found again at 20: 80 with 500 𝑔𝑔/𝑚𝑚 mass flow. The 744 

performance loss in this scenario may be linked to the sorter characteristics that depend on 745 

the specific operational point at which the sorter is run. This includes mainly mass flow and 746 

material proportions, as experimentally shown in [15]. Concerning the results of ideally sorted 747 

scenarios (i-l), only slight differences compared to the tracking results can be detected. The 748 

numerical benchmark performed 3 % −  5 % better than the tracking.   749 

 750 

𝑑𝑑𝑚𝑚/𝑑𝑑𝑡𝑡 = 100 𝑔𝑔/𝑚𝑚 𝑑𝑑𝑚𝑚/𝑑𝑑𝑡𝑡 = 500 𝑔𝑔/𝑚𝑚 

20: 80   50: 50   20: 80     50: 50 

    

a) b) c) d) 



35 
 

    

Fig. 15: Correctly separated particles (TNR, blue bars) for (a) – (d) line-scan, camera-based 751 

sorting, (e) – (h) area-scan, camera-based sorting, and (i) – (l) ideal sorting for a pulsed 752 

operated nozzle without activation or deactivation lag. Red bars denote falsely sorted particles 753 

(wrong container), and yellow bars denote lost particles (missed both containers). 754 

 755 

Since we considered a mixed material flow, the influence of the sorting stage on the accept 756 

fraction should be minimal to yield a pure sorted fraction. An indirect measure for that purity is 757 

the already introduced true positive rate (TPR), which is represented by the green bars in Fig. 758 

16. It denotes the percentage of correctly accepted particles. Red bars denote the falsely 759 

ejected particles (by-catch), and the yellow bars particles that did not hit any container. Due to 760 

the significant similarity of all sorting models, we will focus on the results by tracking Fig. 16 761 

(e) – (h). At a 20: 80 mixture with 100 𝑔𝑔/𝑚𝑚 mass flow, there is no notable change in TPR for 762 

belt velocities up to 2.1 𝑚𝑚/𝑚𝑚. For faster velocities, the TPR declines sharply. This is due to the 763 

particles that did not hit the container. Their number increases proportionally, as the yellow 764 

bars indicate. The cause of this increase is the spreading particle velocity at faster belt 765 

velocities. The accept container opening could only collect particles whose trajectories 766 

deviated less than 3 𝑐𝑐𝑚𝑚. As we increased the reject mass flow to 100 𝑔𝑔/𝑚𝑚, which is the case at 767 

20: 80 for 500 𝑔𝑔/𝑚𝑚 (comp. Fig. 16 (g)), the TPR increases slightly from 78 % to 84 % from 768 

0.9 𝑚𝑚/𝑚𝑚 to 2.1 𝑚𝑚/𝑚𝑚. The TPR is increased even more in the last sorting scenario (Fig. 16 (h)), 769 

where TPR increases from 53 % to 68 % in the same velocity range. However, the gain is 770 

e) f) g) h) 

i) j) k) l) 
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based on a lower TPR level, meaning that the overall purity in this scenario is the lowest. The 771 

decreasing rate of falsely ejected particles, indicated by the red bars, implies that these findings 772 

are a result of the enlarged purity of the sorting process and cannot be explained by the accept 773 

particles that jump beside, since their proportion is nearly constant. Growing sorting purity, 774 

expressed as less by-catch, must be caused by enhanced particle singulation on the conveyor 775 

belt due to a faster belt velocity. The likely explanation is the decreased occupancy density 776 

(comp. Fig. 8 (b)). Since the occupancy density is an indirect measure of particle proximity on 777 

the conveyor belt, particle distances in both x- and y-direction increase, and clusters of mixed 778 

material are presumably less likely to form. As a result, accept material is falsely ejected less 779 

often. Consequently, this effect grows with the count of nozzle activations, which is directly 780 

proportional to the reject material mass flow. It is important to state that the increasing TPR 781 

comes with no loss in TNR up to 1.9 𝑚𝑚/𝑚𝑚 belt velocity (comp. Fig. 15) and only slight reduce of 782 

around 3 % at 2.1 𝑚𝑚/𝑚𝑚.  783 

These results suggest that increasing the conveyor belt velocity is beneficial until 1.9 𝑚𝑚/𝑚𝑚. 784 

However, instantaneous nozzle activations cannot be realized in real-world sorter applications 785 

yet, but increasing valve opening speed is a current field of research [44].  786 

 787 

𝑑𝑑𝑚𝑚/𝑑𝑑𝑡𝑡 = 100 𝑔𝑔/𝑚𝑚 𝑑𝑑𝑚𝑚/𝑑𝑑𝑡𝑡 = 500 𝑔𝑔/𝑚𝑚 

              20: 80     50: 50 20: 80     50: 50 
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Fig. 16: Correctly not separated particles (TPR, green bars) for (a) – (d) line-scan, camera-788 

based sorting, (e) – (h) area-scan, camera-based sorting, and (i) – (l) ideal sorting for a pulsed 789 

operated nozzle without activation or deactivation lag. Red bars denote falsely sorted particles 790 

(wrong container), and yellow bars denote lost particles (missed both containers). 791 

 792 

6.2.2 Realistic sorting system: Lagged activated nozzles  793 

In this simulation series, previous simulations were repeated with a nozzle lag of 5 𝑚𝑚𝑚𝑚. In real 794 

sorting systems, a lag is always present due to signal processing and mechanical valve 795 

opening. The lag becomes important if a nozzle needs to be activated in short succession. If 796 

such a situation occurs, a time period of 10 𝑚𝑚𝑚𝑚 exists, where a reject particle can pass the 797 

sorting stage without being deflected, although it was detected (see Fig. 5 and Section 3.1.3 798 

for details).  799 

The results of sorted reject material are presented in Fig. 17. Compared to Fig. 15, the line-800 

scan sorted scenarios (a-d) do not reach 100 % TNR at belt velocities 0.9 –  1.3 𝑚𝑚/𝑚𝑚. TNR is 801 

around 90 % at 100 𝑔𝑔/𝑚𝑚 for a 20: 80 composition at those velocities. Furthermore, the TNR 802 

declines as the reject mass flow increases. At 0.9 𝑚𝑚/𝑚𝑚 of a 50: 50 composition with 500 𝑔𝑔/𝑚𝑚 (d), 803 

a) b) c) d) 

e) f) g) h) 

i) j) k) l) 
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the TNR is 66 %. The decline stems from the aforementioned effect of nozzle blocking, which 804 

appeared when two particles followed shortly at the same y-coordinate. This effect is more 805 

pronounced at higher mass flows since the possibility of two following particles increases. The 806 

exact probability depends on the lateral distribution of reject material on the belt and the reject 807 

material mass flow. 808 

The same trend was observed for results sorted by tracking (e-h). Here, the decline of TNR 809 

lies around 30 % when increasing the proportions of the reject material (sand-lime brick) at belt 810 

velocities up to 2.1 𝑚𝑚/𝑚𝑚. In contrast to the simulations without delayed nozzles, an increase in 811 

belt velocity is followed by a decrease in TNR at nearly all velocities. The performance of the 812 

ideal sorting model (i-l) was similar to the tracking sorting model. Sorting by tracking showed 813 

to be very robust even at high occupancy densities (~50 %) and fast particle movement, as 814 

the comparison between Figs. 17 (h) and (l) shows.  815 

 816 

𝑑𝑑𝑚𝑚/𝑑𝑑𝑡𝑡 = 100 𝑔𝑔/𝑚𝑚 𝑑𝑑𝑚𝑚/𝑑𝑑𝑡𝑡 = 500 𝑔𝑔/𝑚𝑚 

  20: 80     50: 50 20: 80    50: 50 
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e) f) g) h) 
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Fig. 17: Correctly separated particles (TNR, blue bars) for (a) – (d) line-scan, camera-based 817 

sorting, (e) – (h) area-scan, camera-based sorting, and (i) – (l) ideal sorting for a pulsed 818 

operated nozzle with activation and deactivation lag. Red bars denote falsely sorted particles 819 

(wrong container), and yellow bars denote lost particles (missed both containers). 820 

 821 

Analogous to the findings in the previous Section 6.2.1, the TPRs differ only slightly if different 822 

sorting models are used (see Fig. 18). The decay of TPR with an increasing reject fraction 823 

mass flow, as it is found in Fig. 16, was gradually less pronounced if nozzles are operated in 824 

lagged mode. Additionally, the gain of TPR at increased belt velocities was minor: it is at most 825 

10 % from 0.9 𝑚𝑚/𝑚𝑚 to 2.1 𝑚𝑚/𝑚𝑚, see Fig. 18 (h).   826 

The increased TPR, if compared to Section 6.2.1, is a result of the delayed nozzle activation, 827 

which led to the nozzles being activated less frequently. During the blocked period of 10 𝑚𝑚𝑚𝑚, 828 

no particles were hit. Hence, the by-catch was reduced. This effect became more prominent 829 

as the reject mass flow, i.e., the count of activated nozzles, increased. However, there was a 830 

trade-off between TNR and TPR if nozzle activation was delayed by 5 𝑚𝑚𝑚𝑚. An increase in one 831 

quantity was connected with a decrease in the other, and vice versa.  832 

  833 

𝑑𝑑𝑚𝑚/𝑑𝑑𝑡𝑡 = 100 𝑔𝑔/𝑚𝑚 𝑑𝑑𝑚𝑚/𝑑𝑑𝑡𝑡 = 500 𝑔𝑔/𝑚𝑚 

 20: 80     50: 50 20: 80 50: 50 
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Fig. 18: Correctly not separated particles (TPR, green bars) for (a) – (d) line-scan, camera-834 

based sorting, (e) – (h) area-scan, camera-based sorting, and (i) – (l) ideal sorting for a pulsed 835 

operated nozzle with activation and deactivation lag. Red bars denote falsely sorted particles 836 

(wrong container), and yellow bars denote lost particles (missed both containers). 837 

 838 

To sum up, the results of Section 6.2 show that optimized sorting stages yielded very good 839 

sorting outcomes in 3D DEM-CFD simulations. If applied to real sorting systems, the 840 

optimization is able to drastically cut the setup time for a sorting plant, as experimental 841 

calibration becomes nearly obsolete in terms of sorting stage arrangement. Certain bulk 842 

properties, such as particle mass, particle protection area or drag coefficient and details on the 843 

nozzle velocity field must be known in advance to apply the approach. Furthermore, it must be 844 

known if particles move with belt velocity or a velocity is differing from it. The configuration of 845 

the sorting setup is based on the particle velocity. Having discussed the application of 846 

optimized sorting parameters to the DEM-CFD and the simulation results, the final Section 847 

6.2.3 of this paper addresses the nozzle activation in further detail.  848 

 849 

6.2.3 Analysis of nozzle activation 850 

To gain further insight into the reasons for deviating sorting results between instantaneous and 851 

lagged operational mode, some analysis of nozzle data was conducted. In particular, the 852 

occurrence of the scenarios depicted in Fig. 5 was analyzed. The data was taken from 853 

simulations that were performed with the tracking algorithm at 1.1 𝑚𝑚/𝑚𝑚 belt velocity. For 854 

simplification, the four simulated scenarios are expressed in terms of the mass flow of reject 855 

material. The four mass flows correspond to the four scenarios shown in the columns of Fig. 856 
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15 - Fig. 18, respectively. A mixture of 20: 80 at 100 𝑔𝑔/𝑚𝑚 mass flow corresponds to a reject 857 

material mass flow of 20 𝑔𝑔/𝑚𝑚, a mixture of 50: 50 at 100 𝑔𝑔/𝑚𝑚 to 50 𝑔𝑔/𝑚𝑚 and so on. Fig. 19 (a) 858 

shows the count of nozzle activations for all reject material mass flows and both operational 859 

modes plotted against the simulation time. This corresponds to the scenarios (a) and (d) in Fig. 860 

5. As the mass flow is increased, the deviation between both modes grows: While there is no 861 

significant difference at 20 𝑔𝑔/𝑚𝑚, nozzles are activated 25 % more often in instantaneous mode 862 

at 250 𝑔𝑔/𝑚𝑚 after 5 𝑚𝑚. The frequency of a nozzle being fully blocked clearly depends on the mass 863 

flow of material to be sorted out.  864 

 865 

   

Fig. 19: Nozzle activation count of instantaneous and lagged operated sorting (a) and nozzle 866 

activation durations 𝛥𝛥𝑡𝑡 in lagged operated simulations compared with a simulation in 867 

instantaneous activation mode (b). Blue dots represent the set activation duration, and orange 868 

dots denote reduced activation durations. Nozzle data is evaluated for simulations sorted by 869 

tracking at 1.1 𝑚𝑚/𝑚𝑚 belt velocity and plotted for all reject fraction mass flows.  870 

 871 

In Fig. 19 (b), the distribution of nozzle activation duration 𝛥𝛥𝑡𝑡 is presented for all mass flows in 872 

lagged mode. For comparison with instantaneous nozzle activation, it is also shown at 250 g/s. 873 

The set activation duration of 4.4 𝑚𝑚𝑚𝑚, which was obtained by optimization as shown in Fig. 12 874 

(a), is denoted by the blue dots. Deviating values, i.e., reductions of the ejection window, are 875 

presented as orange dots. In other words, each orange dot stands for a narrowed activation 876 

window, as illustrated in scenario (c) in Fig. 5. As expected, the number of reduced activation 877 

windows increased at higher reject fraction mass flows. Activation windows were narrowed 10 878 

a) b) 
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times at 20 𝑔𝑔/𝑚𝑚 and 441 times at 250 𝑔𝑔/𝑚𝑚, which correspond to 4 % and 18 % of the total 879 

activations, respectively. The narrowing was distributed equally between 0 and the set 880 

activation duration of 4.4 𝑚𝑚𝑚𝑚. In the case of instantaneously activated nozzles, no narrowing 881 

occurred.  882 

In summary, the findings showed that nozzle characteristics influenced the overall sorting 883 

performance drastically. Due to the time lag between signal processing and the actual 884 

formation of the fluid jet, two negative effects followed: Either the time window of activation 885 

was either narrowed, or a controlled nozzle was not activated at all. Both phenomena 886 

contributed to a lowered sorting accuracy, while decreasing the by-catch, as observed in 887 

Section 6.2.2. However, not all narrowed activation windows resulted in a reject particle being 888 

falsely sorted. This depended on several factors of the complex particle-fluid interaction and 889 

was studied thoroughly in [44]. Those factors are, for example, the particle shape, the particle 890 

orientation and the exact location of fluid drag on the particle surface. In any case, the speed 891 

of nozzle activation was the crucial limitation of the analyzed sorting system. Faster nozzles 892 

were able to handle higher mass flows of material to be sorted out at higher conveyor belt 893 

velocities.   894 

 895 

7 Conclusions 896 

We proposed a method to compute optimal sorting setups in terms of geometrical and temporal 897 

parameters for optical belt sorters operated at arbitrary conveyor belt velocities. As a result, 898 

fast computation of sorting stage arrangement for an adaption to changing conveyor belt 899 

velocities was feasible. The method takes advantage of calmed particles, which allows a 900 

reduction to a 2D problem, which then can be optimized. Optimized parameters, namely reject 901 

container and nozzle orientation and position as well as nozzle activation time and activation 902 

offset, were numerically validated in 3D DEM-CFD simulations with a non-spherical shaped 903 

bulk material consisting of brick and sand-lime brick. The main findings and possible next steps 904 

can be summarized as follows:  905 
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• As long as no major particle slip occurred, the optimized sorting parameters yielded 906 

excellent sorting results at increased conveyor belt velocities.  907 

• A change in the conveyor belt velocity influenced the occupancy density on the 908 

conveyor belt, increasing the sorting accuracy through the reduction of by-catch.  909 

• The increase in accuracy was more pronounced with instantaneously activated nozzles 910 

than with lagged activated nozzles. For lagged activation, this was dependent on the 911 

reject material mass flow, since nozzle valve opening and closing in short succession 912 

occurred more often. 913 

• The proposed approach of adapting the sorting components is useful if the goal is to 914 

reduce conveyor belt occupancy or by-catch.  915 

• To address slip and the broadening of particle velocity, a different conveyor belt 916 

material may be used to increase the friction at higher belt velocities.  917 

• The next step to improve sorting performance and save costs for compressed air is to 918 

calculate individual activation durations for each particle. Such an approach can 919 

account for uncertainties in particle position measurements of real camera systems. 920 

 921 
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𝐴𝐴 [m2]  projection area  933 
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𝑐𝑐 [-]  coefficient 934 

𝑑𝑑 [m]   diameter         935 

�⃗�𝐹 [N]  force vector 936 

𝐽𝐽 [kg m2]  mass inertia tensor 937 

k [N m-1]  spring stiffness  938 

𝑟𝑟 [m]  length 939 

𝑚𝑚 [kg]  mass 940 

𝑛𝑛�⃗  [-]  normal vector  941 

𝑛𝑛 [-]  particle number  942 

𝑝𝑝 [N m-2]  pressure 943 

𝑟𝑟 [m]  radius 944 

𝑅𝑅 [m]  radius 945 

𝑅𝑅𝑟𝑟 [-]  Reynolds number  946 

𝑇𝑇�⃗  [N m]  torque vector 947 

𝑡𝑡 [s]  time 948 

𝑡𝑡 [-]  tangential vector  949 

𝑢𝑢�⃗  [m s-1]  velocity vector 950 

�⃗�𝑣 [m s-1]  velocity vector 951 

�⃗�𝑥 [m]  particle position vector   952 

𝑤𝑤 [-]  summand weight 953 

 954 

Greek letters  955 

𝛾𝛾 [kg s-1]  damping coefficient 956 

𝛿𝛿 [m]  overlap 957 

∆α [°]  nozzle rotation 958 

∆β [°]  reject container rotation  959 

∆t [s]  nozzle activation duration  960 

∆x [m]  displacement 961 

ε [-]  local voidage  962 

𝜂𝜂 [N s m-2] dynamic fluid viscosity 963 

𝛬𝛬𝑖𝑖−1 [-]  rotation matrix  964 

µ [-]  friction coefficient 965 
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𝜉𝜉 [m]  displacement vector 966 

𝜌𝜌 [kg m-3] density 967 

τ [N m-2]   stress tensor 968 

τ [s]   nozzle activation offset 969 

𝜙𝜙 [-]  sphericity 970 

𝜒𝜒 [-]  correction factor  971 

ω��⃗  [s-1]  angular velocity vector 972 

 973 

Sub- and Superscripts  974 

𝐶𝐶    Coulomb 975 

𝑐𝑐   contact 976 

𝑐𝑐   reject container 977 

𝐷𝐷   drag 978 

𝑟𝑟   effective 979 

𝐸𝐸   fluid field edge  980 

𝑓𝑓   fluid 981 

𝑔𝑔   gravitation 982 

𝑖𝑖   initial value 983 

𝑖𝑖   particle index 984 

𝑛𝑛   normal   985 

𝑛𝑛   nozzle 986 

𝑝𝑝   particle 987 

𝑝𝑝   pressure  988 

𝑟𝑟   rolling 989 

𝑟𝑟𝑟𝑟𝑟𝑟   relative 990 

𝑡𝑡   tangential  991 

∙   temporal derivation 992 

⊥   perpendicular to flow direction  993 

 994 

Abbreviations  995 

B   brick 996 

CB   conveyor belt material  997 
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CFD   computational fluid dynamics  998 

COR   coefficient of restitution  999 

DEM   discrete element method 1000 

SB   sand-lime brick 1001 

SW   sorter wall material 1002 

TNR    true negative rate 1003 

TPR    true positive rate 1004 
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Appendix A: Calibration of DEM contact parameters 1148 

The calibration of DEM parameters was performed partly adapting the procedure of [46]. We 1149 

start with the experiment that is influenced by the least number of contact parameters, which 1150 

leads to the following order with the initial values given in braces.  1151 

1) Static angle of repose. Mainly influenced by particle – particle (pp) friction (0.5) and pp 1152 

rolling friction (0.01)  1153 

2) Dynamic angle of repose: Influenced by pp and particle – wall (pw) contacts. PP 1154 

parameters are taken from the preceding experiment, pw friction (0.3) and pw rolling 1155 

friction (5e-3). 1156 

3) Plate impact experiment. Friction parameters play a role; major impact is given by 1157 

coefficient of restitution (COR) of pp (0.3) and pw (0.2) contacts.  1158 

4) As a verification step, simulation runs 1) and 2) are repeated with all calibrated 1159 

parameters to ensure agreement with the experiments.   1160 

 1161 

A.1 Static angle of repose 1162 

The static angle of the repose experiment is a standard investigation (see [50], [51]) to 1163 

determine mechanical friction quantities of bulks. A bulk sample is filled into an open cylinder, 1164 

which is then slowly pulled up. The filled material falls out and forms a characteristic pile with 1165 

a corresponding angle of repose that depends on the material friction. To exclude the influence 1166 

of pw parameters as well as COR, a sensitivity study was conducted as the first step, whereby 1167 

pw friction parameters and COR were varied in a vast range. As expected, the static angle of 1168 

the repose experiment showed to be not responsive to those quantities. Simulations with 1169 

different parameter sets were run until the formed pile angles (Fig. A-1 right) agreed with the 1170 

experiments (Fig. A-1 left). The resulting angles and quantity ranges are shown in Tab. A-1. 1171 

Since friction also occurs at the plate impact (see Section A.3), final values can only be 1172 

determined by the last experiment and must be validated again (see Section A.4).  1173 

 1174 
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Fig. A-1: Static angle of repose of both materials in experiment and simulation. 1175 

 1176 

Material Experiment [°] Simulation [°] 
Sliding friction  

P-P [-] 

Rolling friction  

P-P [-] 

Sand-lime brick 29.0 30.7 0.13-0.20 2 ∙ 10-2 

Brick 24.2 24.3 0.15-0.22 5.8 ∙ 10-3 

Tab. A-1: Static angles of repose and determined contact parameters (sliding and rolling 1177 

friction) for both materials. 1178 

 1179 

A.2 Dynamic angle of repose 1180 

The next set of contact parameters is calibrated by measuring the dynamic angle of repose. 1181 

Here, a drum was filled by 30 %, and the dynamic angle of repose was measured at three 1182 

different rotation velocities, i.e., 10, 15 and 20 rotations per minute. Experiments were repeated 1183 

10 times for each configuration. Two different wall materials were used. To account for both 1184 

wall materials, the drum interior was glued with conveyor belt rubber in a second step after 1185 

investigating the sorter wall material (steel). Significant differences between the two wall 1186 

materials were, however, not detected. Exemplary results on the dynamic angle of repose are 1187 

shown in Fig. A-2 for both sand-lime brick and brick as obtained in the experiment and 1188 

simulation for steel as wall material. The measured angles and friction parameters are 1189 

summarized in Tab. A-2.  1190 

 1191 
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Fig. A-2: Dynamic angle of repose of both materials in experiment and simulation, 10 rotations 1192 

per minute for steel as wall material. 1193 

 1194 

Tab. A-2: Dynamic angles of repose and determined contact parameters (sliding and rolling 1195 

friction) for both materials. (P) refers to either sand-lime brick or brick, (CB) to the conveyor 1196 

belt and (SW) to the sorter wall material. 1197 

 1198 

A.3 Plate impact investigation 1199 

To determine coefficients of restitution for particle-particle and particle-wall contacts, a plate 1200 

impact experiment was conducted (see Fig. A-3 a). The experiments were run by dropping 200 1201 

g of material onto a 45° inclined plate, on which the contact material of interest was fixed, 1202 

namely particles or wall material. Dropped material was collected in three containers (m1 – 1203 

m3) and weighted for each container (see Fig. A-3 b). The experiments were repeated 10 1204 

times. This approach was chosen due to the highly irregular-shaped particles that do not allow 1205 

for a precise measurement of the COR in a single contact scenario, as it is common for spheres 1206 

[52].  1207 

 1208 

Material  

Experiment [°] Simulation [°] 
Sliding friction P-SW and P-CB  [-],  

Rolling friction P-SW and P-CB [-] 
10 

rpm 

15 

rpm 

20 

rpm 

10 

rpm 

15 

rpm 

20 

rpm 

Sand-lime 

brick 
35.9 36.6 36.7 34.0  35.7 38.2 0.50, 7.5 ∙ 10-3 

Brick 37.0 35.7 36.3 35.3,  34.0 38.7 0.67, 5.8 ∙ 10-3 

b) a) 
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Fig. A-3: Plate impact experiment setup (a) and simulated drop of brick on sorter wall material 1209 

(b). 1210 

 1211 

Calibration was performed with respect to mass proportions in the first two boxes, m1 and m2, 1212 

because masses in m3 were too small and fluctuating. CORs were varied, as were the friction 1213 

parameters, because sliding also occurred between contact partners. Due to the short contact 1214 

time of the particles in the experiment, rolling friction is neglected as a parameter. 1215 

Tab. A-3 sums up mass proportions as well as coefficients of restitution (COR) and sliding 1216 

friction coefficients as obtained as best fit in the simulations. Note that conveyor belt and sorter 1217 

wall material did not differ significantly in terms of the obtained mass proportion. Therefore, 1218 

both materials are associated with the same COR and sliding friction values. 1219 

 1220 

Material  

Experiment 

(P-CB and P-

SW) 

Experiment 

(P-SB) 

 

Experiment 

(P-B) 

 

Simulation 

(P-CB, P-

SW), COR, 

sliding 

friction 

Simulation, 

(P-SB), 

COR, 

sliding 

friction 

Simulation, 

(P-B), 

COR, 

sliding 

friction 

Sand-lime 

brick 
1.54 1.62 1.47 

1.54, 0.19, 

0.45 

1.63, 0.19, 

0.17 

1.47, 0.215, 

0.16 

Brick 1.58 1.86  1.5 
1.59, 0.1, 

0.6 

1.8, 0.215, 

0.165 

1.5, 0.24, 

0.14 
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Tab. A-3: Mass proportions m1/m2 of plate impact and determined contact parameters (COR, 1221 

sliding friction) for both materials. (P) refers to either sand-lime brick or brick, (SB) to sand-lime 1222 

brick, (B) to brick, (CB) to the conveyor belt and (SW) to the sorter wall material. 1223 

 1224 

A.4 Verification of DEM contact parameters 1225 

To verify all determined simulation parameters, simulations for static and dynamic angle of 1226 

repose were repeated with altered sliding friction parameters and COR calibrated with the plate 1227 

impact experiment. In the validation simulations, we observed that slight changes in friction 1228 

parameters that were made for plate impact calibration in addition to the adjusted values for 1229 

COR (details on this investigation not given) still resulted in angles within the range of angle of 1230 

repose experiments (Sections A.1 and A.2). As a result, we have successfully calibrated our 1231 

material model. The final calibrated parameters are given in Tab. 1 in the main section of the 1232 

manuscript.  1233 
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