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Abstract—In 3D extended object tracking (EOT), well-
established models exist for tracking the object extent using var-
ious shape priors. A single update, however, has to be performed
for every measurement using these models leading to a high
computational runtime for high-resolution sensors. In this paper,
we address this problem by using various model-independent
downsampling schemes based on distance heuristics and random
sampling as pre-processing before the update. We investigate the
methods in a simulated and real-world tracking scenario using
two different measurement models with measurements gathered
from a LiDAR sensor. We found that there is a huge potential for
speeding up 3D EOT by dropping up to 95% of the measurements
in our investigated scenarios when using random sampling. Since
random sampling, however, can also result in a subset that does
not represent the total set very well, leading to a poor tracking
performance, there is still a high demand for further research.

Index Terms—3D Extended Object Tracking, Elliptic Cylinder,
Shape Tracking, Downsampling, Runtime Reduction.

I. INTRODUCTION

In modern surveillance systems, high-resolution sensors
such as LiDAR play an important role in localization and
mapping, but also in tracking dynamic objects. The huge
amount of measurements per object and time step captured by
these sensors enables the size and shape of dynamic objects to
be estimated simultaneously with their kinematic state. These
algorithms can be summarized under the field of extended
object tracking (EOT). An introduction for single EOT can be
found in [1]. Extensions for tracking multiple extended objects
are covered in [2].

In EOT, several fundamental approaches to derive a mea-
surement model exist. An early and still popular approach
is random matrices (RM) [3]. Because of the closed-form
propagation of the extent distribution in RM, only a single
update has to be performed for the whole measurement set
in each time step. Thus, RM are very efficient with regard
to computational runtime. The closed-form propagation, how-
ever, leads to the disadvantage that the approach is not flexible
with respect to different shapes. A more flexible approach
for estimating elliptical extents regarding various spatial mea-
surement distributions is provided by [4]. A higher flexibility
in prior shape assumptions can be achieved when using a
random hypersurface model (RHM) [5]. Popular RHMs in 2D
space employ Fourier series [6] or Gaussian processes [7] for
expanding the shape as radial function.

Fig. 1: Reduced measurement set. Reference as black surface.

The concept of RHMs was extended to extrusion RHMs in
[8], [9] by a reformulation of the scaling parameter to model an
extrusion in 3D space. These extrusion RHMs are, however,
bound to fixed shape priors leading to poor tracking results
when targets do not match these priors. Therefore, shape track-
ing procedures have been developed to overcome this problem
by estimating the shape during the tracking process, which
allows to model the measurement sources more accurately than
when using fixed shape priors. First shape tracking approaches
in 3D space employ radial functions in spherical coordinates
expanding the shape functions using spherical harmonics [10],
Gaussian processes [11], or spherical double Fourier series
[12]. A representation in spherical coordinates, however, has
the disadvantage that measurements from the top and bottom
part of the target are needed for a viable shape estimate. Since
these measurements are absent in a lot of scenarios, radial
functions in cylindrical coordinates as shape representation
were developed in [13], [14] to overcome this problem.

In summary, measurement models in 3D space are well-
established and investigated in a lot of scenarios. An open and
still unresolved problem, however, remains the fact that these
measurement models require an update for each individual
measurement, while the measurement sets of a time step can
potentially contain thousands of measurements per object. For
high-resolution sensors, this leads to an extensive computa-
tional burden, especially when multiple extended objects are
to be tracked.

In this paper, we claim that a reduced measurement set of an
object can achieve a similar tracking performance compared
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to the full measurement set due to a high redundancy of the
information encoded in the measurements. Furthermore, we
show that the performance can even be increased by drop-
ping measurements not well represented by the measurement
model. According to that, there is still a high potential for
speeding up and enhancing the performance of 3D EOT. In
Fig. 1, an example for such a reduced measurement set from
real LiDAR data in a maritime scenario is shown. It can be
seen, that the reduced measurement set still covers the surface
of the target very well what justifies our statement.

We investigate three downsampling schemes in a simulated
and a real-world scenario. We use basic heuristic-based model-
independent downsampling schemes that are well-known in
the literature to get an intuition of the tracking performance
when reducing the measurement set. The contributions of the
paper can be summarized as follows:

• We investigate the farthest point sampling (FPS) [15]
and voxel grid sampling (VGS) [16] schemes as pre-
processing step.

• We use a random sampling (RS) as reference sampling
approach.

• We implement two measurement models. An elliptic
cylinder, that has not been shown before in the literature,
and the shape tracking procedure from [14].

• Finally, we show results from a simulated and a real-
world scenario.

Our results in Sec. V show that there remains a high potential
to improve 3D EOT. To fasten and optimize the methods,
however, further research has to be conducted.

II. STATE OF THE ART

In this section, we aim to review the usage of heuristic-
based downsampling schemes such as the FPS or the VGS,
and to present recent research activities on the topic of point
cloud reduction. The algorithms itself will be presented in Sec.
III.

The FPS strategy [15] is a deterministic and efficient ap-
proach of sampling a predefined number of points from the full
set. Its main advantage is that it retains a uniformity criterion
by iteratively sampling the points that are farthest away.
Since the method is intuitive and easy to implement, it has
been used in various point cloud detection and classification
networks in a pre-processing step. One of the first networks
was PointNet++ [17], using the FPS strategy to downsample
partitions of the full point cloud to increase efficiency. The
same strategy was used in the PointRCNN [18] and PV-RCNN
[19] networks. In the 3DSSD network [20], a feature distance
is added to the FPS strategy to preserve more informative
points based on semantic feature extraction.

The VGS technique [16] is an approach based on voxelizing
3D space. By doing so, the space of interest is discretized by
cubes of a predefined or adaptive size. In robotics, the voxel
discretization of 3D space is a popular method often used
for mapping and localization [21]. In [16], an adaptive VGS
method is applied for speeding up the mapping procedure.
The approach can also be applied as pre-processing step in a

tracking and detection framework. In [22], it was used in a
people detection and tracking algorithm for service robots.

Modern approaches use deep neural networks in order to
learn the best sampling technique to retain points with the
highest information content in the sampled subset. In [23],
a network called S-NET is proposed that aims to produce a
sampled subset of the point cloud with fixed size minimizing
the objective function of a task network. The network, thus,
produces downsampled points that are optimal for a specific
superimposed application. A further developement of this
approach can be found in [24]. In [25], an adaptive approach
named Critical Points Layer is proposed. Using this approach,
so called Critical Points with a maximum feature value are
retained resulting in a set of points with a high information
content. Finally, we would like to mention coreset approaches
[26] as another method for point cloud reduction. These meth-
ods aim to compute a reduced set of points that approximates
the full set by minimizing a specific geometric measure. By
doing so, coreset methods try to ensure that superimposed
algorithms produce approximately the same outcome with the
reduced set as with to the full set.

III. DOWNSAMPLING METHODS

In this section, we briefly summarize the downsampling
techniques that we apply as pre-processing before the update
step of the investigated 3D EOT methods.

A. Farthest Point Sampling
The first downsampling scheme is the FPS technique [15]

summarized in the pseudo-code in Alg. 1. The input to the
algorithm is the point cloud and the cardinality k of the
reduced point set, thus, the number of points that should be
sampled. At first, the algorithm randomly selects the first index
in line 3. Starting from this point, the next indexes of sampled
points are selected iteratively by applying the min-max sense
in lines 10–11 until the desired cardinality of the reduced point
set is reached.

Algorithm 1 Farthest Point Sampling Algorithm

1: function FARTHESTPOINTSAMPLING(points, k)
2: selected indices← empty array of size k
3: selected indices[1]← random first index
4: dist← pdist2(points, points) pairwise distances
5: min dist←∞ array with length number of points
6: for i← 2 to k do
7: last index← selected indices[i− 1]
8: last point← points[last index]
9: current dist← dist[last index]

10: min dist← min(min dist, current dist)
11: farthest index← index of max value in min dist
12: selected indices[i]← farthest index
13: end for
14: return selected indices
15: end function

Advantages of the algorithm are that it is easy to implement,
efficient and effective in sampling an approximately uniform



distributed subset within the full set of points. Additionally,
a desired cardinality of the reduced set can be specified
beforehand. This fact is especially interesting when specialized
hardware is about to be designed that is limited by the
number of measurements that should be processed. A crucial
disadvantage is that the spatial distribution of the point cloud
is not retained with this approach. As will be seen later, this
fact can deteriorate tracking performance drastically.

B. Voxel Grid Sampling

The second applied downsampling scheme is the VGS [16]
summarized in the pseudo-code of Alg. 2. In this method, the
inputs are the point cloud and a fixed voxel size. In lines 3–
11, each measurement is either assigned to an existing voxel
grid, or to a newly created one if the grid cell does not exist.
Afterwards, the mean values of all measurements within each
voxel grid are evaluated and added to the set of downsampled
measurements.

Algorithm 2 Voxel Grid Sampling Algorithm

1: function VOXELGRIDSAMPLING(points, voxel size)
2: voxel grid← empty voxel grid map
3: for i← 1 to size of points do
4: point← points[i]
5: voxel index← floor(point/voxel size)
6: if voxel index exists in voxel grid then
7: Append point to voxel grid[voxel index]
8: else
9: Create new entry in voxel grid

10: end if
11: end for
12: downsampled points← empty array
13: for all voxel indices in voxel grid do
14: voxel points← voxel grid[voxel indices]
15: voxel center← mean(voxel points)
16: Append voxel center to downsampled points
17: end for
18: return downsampled points
19: end function

The fact that the cardinality of the reduced measurement set
cannot be specified beforehand can be interpreted as advantage
or disadvantage. On the one hand, by not predetermining
a specific cardinality the likelihood of retaining the spatial
distribution of the measurement set is much higher since
measurements are clustered and combined. On the other hand,
hardware limits cannot be considered such as with the FPS.
A clear disadvantage is that the reduced measurement set
contains slightly different points than the full set. Additionally,
the method is not as efficient as the FPS strategy because it has
to handle the voxel grid and has to process every measurement
twice.

C. Random Sampling

The last investigated downsampling technique is RS. For
this technique, also the cardinality of the reduced measurement

set and the measurement point cloud serve as inputs. When
implementing RS, care must be taken to ensure that each
measurement is only sampled once. RS has the advantage that
the spatial distribution of the measurement set is retained on
average. However, the reduction process can also result in very
poor representations of the full set in a single run. Thus, RS
is employed as reference method to exemplify the potential
of downsampling a measurement set before performing a
3D EOT measurement update. In the following sections, the
results will show the potential when using RS justifying further
research on this topic.

IV. INVESTIGATED EOT MODELS

In this section, we present the two measurement models
we implemented for our investigation. We apply these mea-
surement models in maritime scenarios. In these scenarios,
targets are partly underwater so that no measurements are
taken from the bottom side of the target. This fact leads
to error-prone estimates when target shapes are described in
spherical coordinates because information from the bottom
side is required for estimation [13], [14]. In the following,
we use shape representations in cylindrical coordinates. Our
system state is then given as

xk =
[
mT
k , φk, w

T
k , hk, p

T
k

]T
. (1)

with position mk, yaw angle φk, kinematic state wk, height
hk, and shape parameters p

k
. We assume that a measurement

set
Yk =

{
y
k,l

}nk
l=1

(2)

of nk measurements is gathered every time step k. For both
measurement models, we assume the measurement source
model

y
k,l

= zk,l + vk,l (3)

with measurement source zk,l and white Gaussian zero-mean
noise term vk,l ∼ N

(
0,Cv

)
.

A. Elliptic Cylinder Extrusion RHM
For the elliptic cylinder, the outer hull can completely be

described with the half axes p
k
= [ak, bk]

T of an ellipse and
the height hk. The measurement model is directly given as

y
k,l

= mk +Rφk

 ak · cos(θk,l)
bk · sin(θk,l)
uk,l · hk

+ vk,l (4)

with rotation matrix Rφk , angular parameter θk,l ∈ [0, 2π],
and height parameter uk,l ∈ [0, 1] of a specific measurement
source. Since the parameters θk,l, and uk,l are typically un-
known, we are faced with the well-known measurement source
association problem for EOT [27]. To solve this problem for
the elliptic cylinder, we apply an extrusion RHM [8], [9]. The
likelihood for the elliptic cylindrical shape is then given as

p
(
y
k,l
|xk
)
=

1∫
u=0

N
(
y
k,l
; zk,l(θ̂k,l, uk,l, xk),Cv

)
(5)

· p (uk,l|xk) du



with p (uk,l|xk) being the extrusion distribution of the height
parameter uk,l. For the elliptic cylinder, we assume a uniform
distribution of the measurements in their respective heights.
This uniform distribution is then approximated as Gaussian
distribution and is finally given as

p (uk,l|xk) = N
(
uk,l;

1

2
,
1

12

)
. (6)

The angular parameter θ̂k,l is greedily associated using the
closest point on the contour of the slice with height parameter
uk,l. This can be achieved by approximating the slice as closed
polygonal chain, which yields a closed form projection of the
closest point [9].

The extrusion RHM can be implemented using a smart
sampling Kalman filter [28]. Using this filter, the extrusion
distribution has to be sampled for every measurement using
an augmented state space. An initial calculation of the samples
is, however, very time consuming. We, thus, update the state
using 10 measurements at once and perform several updates
per measurement set.

B. Shape Tracking in Cylindrical Coordinates

For the shape tracking procedure in [14], the shape is
represented using a Fourier-Chebyshev series given as

f(θ, u) =
a00
4

+
1

2

nu∑
n=1

an0Tn(u) +
1

2

nθ∑
m=1

a0m cos(mθ) (7)

+

nu∑
n=1

nθ∑
m=1

anmTn(u) cos(mθ)

with Tn(u) being the Chebyshev polynomials of the first kind
[14]. The measurement equation is then given as

y
k,l

= mk +Rφk

 f(θk,l, uk,l) · cos(θk,l)
f(θk,l, uk,l) · sin(θk,l)

uk,l · hk

+ vk,l (8)

with angular parameter θk,l ∈ [0, 2π] and height parameter
uk,l ∈ [0, 1]. For this measurement model, we are faced with
exceptional problems if we want to implement an extrusion
RHM. Details can be found in [14]. We therefore implement
a greedy association model (GAM) for measurement source
association. The likelihood for this association scheme is given
as

p
(
y
k,l
|xk
)
= N

(
y
k,l
; zk,l(θ̂k,l, ûk,l, xk),Cv

)
. (9)

For the GAM measurement source association, both parame-
ters θ̂k,l, and ûk,l are greedily associated to the surface of the
predicted shape using the respective measurement. Thus, the
height parameter ûk,l is associated so that the measurement in
local coordinates and the measurement source are having the
same z-value, and the angular parameter θ̂k,l so that the xy-
values and the orientation enclose the same angle. The shape
tracking procedure can then efficiently be implemented using
an extended Kalman filter (EKF). Details for both the greedy
measurement source association and the EKF implementation
can be found in [14].

V. RESULTS

We compare the three downsampling techniques presented
in Sec. III in two scenarios using the measurement models
presented in Sec. IV. We investigate the sampling techniques
as pre-processing step in a dynamic simulated scenario and in
a real-world scenario. For every scenario, varying values

downsampling rate =
# retained measurements

# all measurements
(10)

between 0 and 1 are applied to reduce the measurement set,
with # symbolizing the number of measurements. As motion
model, we employ a coordinated turn (CT) model [29] for
tracking and trajectory generation in the simulated scenario.
The performance is measured using the intersection over union
(IOU) [14] measure, as well as the computation time for
update step and downsampling combined.

A. Simulation Results

In the first investigated scenario, we generate a reference
trajectory of 300 time steps with a measurement rate of 10Hz
using the CT model. We then simulate an elliptic cylinder with
a length of 8m, a width of 4m, and a height of 3m. We gener-
ate measurements equally distributed on one half of the lateral
surface with a standard deviation of σv = 0.1m. Each filter is
initialized with the first measurement set using the procedure
described in [14]. For both measurement models, we run four
filters. One filter takes the complete measurement set for an
update, the other filters each apply one of the downsampling
methods described in Sec. III with a given downsampling rate
(10) as pre-processing before an update. For the VGS we use
the four voxel sizes [0.15, 0.25, 0.35, 0.6]T , which have shown
to produce a reduced measurement set of similar cardinality.
In the simulated scenario, we generate 500 measurements in
each time step.

In Fig. 2, the results for the simulated scenario are depicted
with the results for the elliptic cylinder measurement model
in Fig. 2a, and the results for the shape tracking measurement
model in Fig. 2b. For these results we performed a Monte
Carlo (MC) simulation of 100 runs for each downsampling
rate. We then average over the whole scenario and each MC
run. The solid lines show average values. For RS and the full
measurement set, the worst outcome is shown with dashed
lines. The standard deviation for RS is shown as purple patch.

We can see that the IOU of the full set using RS is met
at a downsampling rate of approximately 0.2 for the elliptic
cylinder and for each rate for the shape tracking model. The
standard deviation is the same for each rate in the shape
tracking scenario and gets very narrow for higher rates for
the elliptic cylinder model. Interestingly, the worst outcomes
of the full set and RS are almost the same in the shape tracking
scenario. Overall, the other downsampling methods show poor
results for both measurement models.

Of course, RS can be implemented very efficiently, however,
already from the simulation results we can see how large the
potential for runtime reduction can be expected if redundant
measurements are removed, as the performance is the same for
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(a) Results for the elliptic cylinder.
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(b) Results for shape tracking.

Fig. 2: Results for the simulated scenario. Purple patches depict the standard deviations. Dashed lines show the worst results.

many reduced sets when using RS. From these results it is also
evident how important it is to retain the spatial distribution of
the full measurement set in the reduced measurement set, as
both heuristic methods for the elliptic cylinder measurement
model fail when it comes to maintaining the performance
compared to the full measurement set.

B. Real-World Results

For the real-world scenario, we chose a maritime scenario
that was recorded at the Rhine river in Constance with the
research vessel “Solgenia”. The LiDAR measurements and the
CAD model of the “Solgenia” can be seen in Fig. 1. The
scenario was already used in [14] and described in this paper
in detail.

We use the same voxel sizes as before in the simulated
scenario. The results can be seen in Fig. 3 with the results for
the elliptic cylinder measurement model in Fig. 3a, and the
results for the shape tracking measurement model in Fig. 3b.
For FPS and VGS, we evaluate a single run with the average
values of the whole scenario for every downsampling rate.
Since the measurements of the LiDAR are sorted and only 10
measurements are used for an update of the elliptical cylinder,
we used a random permutation of the measurements in each
time step to avoid divergence. For RS, we performed a MC
simulation with 100 runs for every time step to get the best
performance on average. Hence, for RS the standard deviation
and worst outcome are depicted like before in Fig. 3.

The potential for downsampling the measurement set to
boost runtime with consistent performance can be seen clearly
in these results. In addition to the simulated scenario, we
can see that the performance can even get better with the
reduced measurement set. These results can be ascribed to
the fact that the measurement model does not describe all the
measurements properly. Measurements from the inside of the
target or from the top or bottom surfaces are not described
with these models.

VI. CONCLUSION AND FUTURE WORK

In this paper, we investigated measurement downsampling
as pre-processing step before an update in 3D EOT to reduce
runtime because of great redundancy in measurement sets
with a high cardinality. We implemented three downsampling
techniques, two measurement models, and examined our idea
in a simulated and a real-world scenario. We have seen
that there is a high and open potential to reduce runtime
in 3D EOT by reducing the measurement set. If the spatial
distribution of the measurements in the reduced set is retained,
the tracking performance can be expected to be identical to the
performance with the full set. Additionally, we have learned
that eliminating measurements not properly described by the
measurement model can improve the tracking performance
further.

Future work on this topic will be diverse. First, we will work
on techniques for eliminating measurements from the inside of
a target and on modeling measurements from the top or bottom
surfaces properly to improve the performance. Following, we
will work on examining advanced downsampling methods
described in Sec. III to further reduce runtime in single 3D
EOT with consistent tracking performance. We expect the
techniques to be also applicable in a multi-3D EOT scenario
when measurements are properly associated to the respective
tracks. Finally, we strive for an analytic examination of poten-
tial savings in computation time and a deeper understanding of
the relation between the characteristics of the reference shape
and the potential for runtime reduction. We would like to thank
the reviewers for drawing our attention to the last point.
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