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ABSTRACT

Telepresent walking creates the sensation of walking through a target environment, which is not directly accessible
to a human, e.g. because it is remote, hazardous, or of inappropriate scale. A mobile teleoperator replicates user
motion and collects visual and auditory information from the target environment, which is then sent and displayed
to the user. While walking freely about the user environment, the user perceives the target environment with the
sensors of the teleoperator and feels as if walking through the target environment. Without additional processing
of the user’s motion data, the size of the target environment to be explored is limited to the size of the user
environment. Motion compression extends telepresent walking to arbitrarily large target environments without
making use of scaling or walking-in-place metaphors. Both travel distances and turning angles are mapped with
ratio 1:1.
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1. INTRODUCTION

Many applications of mobile robots still require the supervisory control of a human, in spite of the continued
progress in the field of autonomous mobile robots. Consider for instance mobile robotic assistants for mine
sweeping, nuclear cleanup, military reconnaissance or wood harvesting. Controlling the locomotion of these
robots by means of joysticks is not intuitive and requires a lot of training.

A much more intuitive way is to track locomotion of a human operator (user) and to make the remote mobile
robot (teleoperator) replicate this locomotion. At the same time, the teleoperator collects visual and auditory
information from its environment (target environment) with a stereo camera pair and stereo microphones. The
perceived sensory information is transferred back to the user environment and displayed to the user.

Such an extended area telepresence system provides the user with the feeling of actually walking through the
target environment. The user not only perceives locomotion visually, as in the case of joystick control, but also
with his/her proprioceptive, i.e., vestibular and kinesthetic, sensors. Proprioception is essential for the spatial
perception of an environment and, hence, a prerequisite for navigation and wayfinding.1

If the locomotion of the teleoperator is an exact replica of user locomotion, the target environment, that can
be visited, is limited to the size of the user environment. Such space restrictions either result directly from the
size of the available user space or are caused by the limited range of the tracking system.

With Motion Compression (MC), we introduce a new paradigm, which allows to control the locomotion
of a mobile teleoperator in arbitrarily large target environments by actually walking in a much smaller user
environment. MC does, however, not make use of any scaling or of any walking-in-place metaphors. Rather,
target environment locomotion is mapped to a corresponding locomotion path in the user environment which is
of equal length and features the same turning angles when the user changes the direction of travel. The mapping
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is selected such that the degradation of realism, i.e., the inconsistency between visual and proprioceptive cues,
is minimized.

MC is also very powerful for locomotion through large virtual environments. Especially when a good
spatial perception of the virtual environment is required, MC can provide the necessary proprioceptive stimuli.
Applications of MC combined with virtual environments include visiting virtual museums and virtual replications
of possibly no longer existing historic buildings. An application with particular focus on gaining spatial knowledge
are simulated emergency situation, where people are trained to find there way in and out of buildings.

Although scaling is not required to resolve the limitations caused by the size of the user environment, MC
can be combined with scaling to make extremely small environments, e.g. biological systems, or extremely large
environments, e.g. solar systems, accessible to human walking.

To unify the terminology, we introduce the term proxy, which stands for teleoperator in case of a real target
environment and for avatar in case of a virtual target environment.

2. RELATED WORK

Teleoperated locomotion of mobile robots is addressed in a great variety of approaches.2 Very few, however,
aim at providing the user with a realistic sensation of locomotion.

Paulos et al.3 developed an internet interface for control of a mobile teleoperator equipped with a camera,
microphone, and speakers. Their goal is to create “tele-embodiment”, i.e., the user identifies with the teleoper-
ator.

Locomotion in large virtual environments, is the focus of a great number of research projects, too. Their goal
is to design realistic interfaces, which create a “perfect” sensation of self-motion. Examples are 2D-treadmills4, 5

or the tracking of physical user locomotion.6, 7 A more abstract metaphor is to track physical in-place walking
and stepping motion and to extract the user’s intended locomotion therefrom.8

An approach quite similar to MC is taken by Razzaque et al.9 However, they rely on a predefined path
in the target environment and use rotational distortion mainly during phases of turning in place. Due to these
deficiencies target environments cannot be arbitrarily large.

The effects of the various stimuli conveying information about self-motion on the human navigation and
orientation capabilities have been studied by many researchers. The results of Bakker et al.10 show that kines-
thetic feedback among vestibular feedback and visual flow provides the most reliable and accurate data for path
integration. Nevertheless, vestibular perception is essential for accurate path integration, too.11, 12 The work of
Chance et al.13 suggests locomotion interfaces which use real translational and rotational user motion as input
for tasks involving spatial orientation.

The human ability to detect the curvature deviation inherent to Motion Compression is related to the human
vestibular and podo-kinesthetic sensation. Kolev et al.14 found a detection threshold of 1.2◦/s for rotational
velocities detectable with the vestibular system. At an assumed walking speed of 1.0 m/s this value corresponds
to a calculated curvature detection threshold of 1/50 m−1.

3. WHY AND HOW MC WORKS

A human who is walking in a goal-oriented way performs path tracking control. The current position and
orientation, which is continuously estimated from visual, auditory, and proprioceptive cues, is compared with
the desired path and walking direction is adapted accordingly.

MC exploits this human path tracking behavior to guide the user on a path in the user environment (user
path) which is a transformed version, i.e., an image, of the path the proxy travels in the target environment
(target path). This is done by providing visual and auditory feedback from the target environment that influences
the user’s path tracking control in just that way.

Consider the example in Fig. 1. Straight line motion in the target environment is compressed into circular
motion in the user environment.



(1) The user (c) is standing in the user environment (a) at the beginning of the user path (b), whereas the
proxy (c) is at the beginning of the target path (d) in the target environment (g). Wearing an HMD,
the user sees the goal object (e) in the target environment through the eyes of the proxy. Thus, user
and proxy are coincident (c).

(2) The user has moved a short distance straight ahead in the direction which he/she saw the goal object
in. However, the proxy’s new position in the target environment reflects a circular motion (f) resulting
in a deviation from the intended target path. The user now sees the goal object to his/her left hand
side. This is the effect of MC and influences the user’s path tracking control.

(3) The user compensates for the perceived deviation (path tracking control), turns left, and walks along
the circular user path. The proxy travels on the straight target path.

(1) (2) (3)
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Figure 1. User guidance as the basic principle of Motion Compression.

a ... user environment b ... user path c ... user/ proxy
d ... target path e ... goal object f ... proxy path increment

g ... target environment as seen by the user

Whereas the user’s visual perception reflects the proxy’s straight motion, the proprioceptive perception is
consistent with the circular motion. A certain amount of inconsistency between vision and proprioception is
tolerable, as experiments have proven, see Sec. 5. However, as the inconsistency becomes larger the user is
more likely to notice a rotary motion of the target environment with respect to the user environment. This
inconsistency is caused by the curvature deviation between target and user path.

4. MC ALGORITHM

The MC algorithm comprises three main modules. First, the intended locomotion of the user in the target
environment must be predicted. The result of Path Prediction is the target path. Second, the target path must
be transformed such that its image fits into the available user environment. The result of Path Transformation
is the user path. Third, the actual user motion in the user environment must be mapped to an actual proxy
motion in the target environment such that the resulting visual and auditory sensations guide the user on the
user path. This task is performed by User Guidance .

4.1. User Guidance

User Guidance does the actual mapping from a measured user position and orientation in the user environment
to a desired proxy position and orientation in the target environment. This mapping is defined by the predicted
target path, the corresponding user path, and the following properties:

(1) Positions on the user path are mapped to positions on the target path, with the distance the user
moved along the user path (sU ) equal to the distance along the target path (sT ).

(2) Positions off the user path are mapped to positions off the target path, with the perpendicular distance
from the user to the user path (dU ) equal to the distance of the proxy to the target path (dT ).
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Figure 2. User guidance: The measured position and orientation of the user is mapped to the position and orientation

of the proxy. Superimposing user and target environment illustrates the relationship between environments.

(3) User orientations tangential to the user path are mapped to proxy orientations tangential to the target
path or more general the angle between user orientation and the tangent of the user path (θU ) equals
the angle between proxy orientation and target path (θT ).

These properties are taken into account by introducing two local Cartesian coordinate frames SLU and SLT

in addition to the world frame SOU of the user environment and the world frame SOT of the target environment.
The origin of SLU is on the user path at position sU and its x-axis tangential to the user path. The origin of
SLT is on the target path at position sT = sU , see property (1) above, with its x-axis tangential to the target
path, Fig. 2. From properties (2) and (3) above follows that position and orientation of the user (U) with respect
to SLU equals the position and orientation of the proxy (T ) with respect to SLT . Introducing homogeneous
transformations to express position and orientation of one coordinate frame with respect to another, this can be
written as

LUTU = LT TT . (1)

Assuming known transformations OUTLU and OT TLT , the position and orientation of the proxy with respect
to SOT (OT TT ) are calculated from the measured position and orientation of the user with respect to SOU (OUTU )
by

OT TT = OT TLT
LUTOU

OUTU . (2)

The transformation OUTLU can be obtained from the measured position of the user in SOU by dropping a
perpendicular from the user position onto the user path. The foot of the perpendicular is the origin of OUTLU

and thus determines the path variable sU , Fig. 2.

From equation (2), the transformation from user to target environment or vice versa is obtained as

OT TOU = OUT−1
OT = OT TLT

LUTOU . (3)

This transformation describes position and orientation of the target environment with respect to the user envi-
ronment, Fig. 2.

If user and target environment are superimposed according to this transformation, as in Fig. 2, user and
proxy are coincident and the target path will always be tangential to the user path in the point specified by sU .
As the user moves along the user path, the target environment will move relative to the user environment in a
way equal to the motion resulting from the target path rolling off the user path, see also Fig. 1.

If the curvatures of user and target path are equal, no relative motion of the two environments occurs.
Visual and proprioceptive perception of locomotion will be consistent. The larger the deviation of curvature, the



faster the target environment will turn relative to the user environment. The consistency between visual and
proprioceptive perception is a function of the curvature deviation.

4.2. Path Transformation

The basic idea of Path Transformation is to take the target path and bend it such that it fits into the user
environment. However, as we have shown in the previous subsection, curvature deviation between user and
target path results in inconsistent visual and proprioceptive perception of locomotion and is experienced as a
spinning motion of the target environment with respect to the user environment.

Therefore, Path Transformation is a dynamic optimization problem with the objective to minimize curvature
deviation between target and user path. The path variable s is the independent variable and we consider the
problem as not dependent on time and velocity.

The target path is given by the function

κT = κT (s) s = 0 . . . sE , (4)

where κT is the target path curvature, s the distance along the path and sE the total length of the path. The
optimal user path to be found will be given by the function

κ = κ (s) s = 0 . . . sE (5)

and its starting position and orientation
x0 , y0 , ϕ0 . (6)

An obvious objective functional for minimizing overall curvature deviation is

J1 =

sE∫

0

1
2

(κ − κT )2 ds . (7)

The user path is subject to the following equality constraints describing the relationship of curvature, orientation
and position

dx

ds
= ẋ = cosϕ , (8)

dy

ds
= ẏ = sinϕ , (9)

dϕ

ds
= ϕ̇ = κ , (10)

and a set of inequality constraints describing the feasible space in the user environment

g(x, y) ≥ 0 . (11)

The terminal position and orientation of the user path may either be fixed or free. If free, the terminal
position and orientation may be part of the optimization.

In general, the terminal position of the user path should be located as far away from the user environment
boundaries as possible. This gives the user the freedom to set off in any direction from there. However, imposing
a hard constraint for the terminal condition in many cases results in strongly curved paths. Therefore, a penalty
term for the terminal condition is added to the objective functional according to

J2 = J1 + Φ [x(sE), y(sE), ϕ(sE)] . (12)
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Figure 3. Sample solutions of path transformation: The target path is a straight line of 10 meters length, position

and orientation of the endpoint are free, no penalty term is used. Sample a) is a numerical solutions of the dynamic

optimization problem. Sample b) is the result of the Semicircle-Algorithm. J is the value of the objective function.

This general optimization problem for finding a user path with minimum curvature deviation can only be
solved numerically, which so far could not be done sufficiently fast. Fig. 3a) shows a sample solution generated
with DIRCOL.15

To reduce the computational effort, a heuristical algorithm was derived from the general optimization problem,
which is fast enough to produce solutions online.

The general dynamic optimization problem defined above can be reduced to a form for which an analytic
solution exists. This solution will then be used to find suboptimal solutions for the original problem.

Neglecting the inequality constraints in Eq. 11 and assuming the target path to be a straight line, i.e.,
κT (s) = 0, reduces the optimization problem to finding the minimum of

J3 =

sE∫

0

1
2
ϕ̇2ds . (13)

By calculus of variation, the necessary condition for a minimum is given by

− d

ds
ϕ̇ = −d2ϕ

ds2
= 0 . (14)

Paths satisfying this equation are either circular arcs or straight lines. For that reason and because circles are
convenient to deal with, path transformation is reduced to finding appropriate circular arcs. The target path is
incrementally transformed to a chain of circular arcs.

The following assumptions are the basis for the heuristic algorithm:

(1) The predicted path is a straight line starting at the proxy’s position.
(2) The predicted path has no fixed endpoint.
(3) The user environment is a convex polygon.

Then the user path is a circular arc satisfying the following conditions:

(1) The starting point is the user position.
(2) The starting direction coincides with the direction of the target path mapped into the user environment.
(3) The arc belongs to the largest semicircle fitting into the user environment boundaries.

Fig. 4 gives some examples of largest semi-circles with varied user positions and target path directions in a
square user environment.

Although not rigorously proven yet, simulations of the Semicircle-Algorithm lead to the conclusion that, for
straight target paths of sufficient length, the resulting user paths always converge to the maximum inscribed



Figure 4. Largest semicircles fitting into a square user environment for different given starting positions and directions.

circle of the user environment Fig. 5. This property is very favorable if the predicted path in fact is a straight line
and no change of direction must be expected. In this case, the maximum inscribed circle of the user environment
is the optimal user path with minimum curvature.

However, the endpoint of a user path created with the Semicircle-Algorithm is very likely to be close to the
boundaries of the user environment. This severely increases the curvature of the subsequent user path, if the
user continues the walk in a direction perpendicular to the boundary.

Two alternative extensions to the Semicircle-Algorithm have been developed to remedy this disadvantage.
Their common goal is to place the endpoint of the user path close to the center of the user environment. The
first extension uses a contracted model of the user environment for path transformation with the amount of
contraction being zero at the beginning of the path and increasing towards the end. The second extension
continuously checks, if there exists a suitable circular arc, that places the endpoint of the user path in the center
of the user environment and uses this arc instead of the largest semicircle.

Fig. 3 shows a user path created with the Semicircle-Algorithm. The target path is a straight line with
a length of 10 m. The transformation was achieved by successively transforming fractions of 1 cm length.
Comparison with the numerical solution of the dynamic optimization problem reveals a higher value of the
objective function, i.e., the Semicircle-Path has larger overall curvature. However, the Semicircle-Algorithm can
be executed incrementally, which is an advantage over the numerical algorithm.

In the experimental setup, the Semicircle-Algorithm is executed concurrently with user tracking at 50 Hz.
A new circular arc is determined with every new measurement from the tracking system and every update of
the predicted target path. Thus, the user path is planned incrementally and not in advance. Nevertheless,
the semicircle-algorithm features a predictive behavior which is achieved by using semicircles whose sizes are
influenced by the boundaries of the user environment before the user actually reaches them.

Figure 5. User paths planned with the semicircle-algorithm in two different convex user environments. For sufficiently

long straight target paths, the resulting user path converges to the maximum inscribed circle of the user environment

polygon, which in fact is the path of minimum curvature.

4.3. Path Prediction

Both the Path Transformation module and the User Guidance module require information about the path the
user is about to walk along in the target environment. This information is provided by the Path Prediction
module. It processes user motion data and, optionally, uses model information of the target environment to
predict future locomotion of the user.



Two approaches for path prediction are distinguished. First, a path prediction algorithm can be based on
current and past position/orientation data of the proxy. Such an algorithm would then make use of some model
of human locomotion to predict future motion. It is obvious that this locomotion based approach can only offer
short term prediction as long as the locomotion model does not supply information about the users global goal
of locomotion. Second, long term prediction is possible if the users intention to head for a particular point or
landmark in the target environment can be recognized. Intention recognition must be based on a model of the
target environment from which information about potential goals of locomotion can be extracted.

The locomotion based approach can be applied to structured as well as unstructured target environments
because it does not rely on any information about the target environment. This is advantageous in the case of real
target environments which are to be explored by means of a mobile teleoperator like in military reconnaissance
applications. However, this approach can not predict sudden changes of direction. Thus, if locomotion based
prediction is employed, the Path Transformation module must always try to keep the user path away from the
user environment boundaries. This results in higher overall curvature.

Target based path prediction provides more information about the user’s future locomotion. However, it
can only be applied if a model of the target environments is available, which is naturally the case with virtual
environments.

Using a target environment model, the target based approach can predict further into the future. Once the
algorithm has recognized the user’s intention to walk up to a particular object, a predicted path of a few meters
length may be the result. This predicted path may include, unlike the locomotion based prediction, on-the-spot-
turns which can then be considered in the Path Transformation Module. In addition, a target based prediction
usually gives information about the ultimate goal of the path. Assuming that the user stays on the path until
he/she reaches the goal, the goal is the only part of the path where unpredicted changes of direction may occur.
Thus, only the end point of the path has to be transformed to a location in the user environment with clearance
from its boundaries in order to avoid strong curvature when the user starts out from there. This results in a
considerable reduction of overall curvature.

Both a locomotion based and a target based algorithm have been implemented and tested successfully. The
locomotion based algorithm rests on the following simple model of human locomotion: “future walking direction
equals gaze direction.” In this case, the predicted path is always a straight line starting at the proxy’s position and
running in the direction of its gaze. The endpoint of the predicted path is undetermined. Thus, a corresponding
path transformation algorithm cannot optimize the endpoint of the user path but must anticipate unpredicted
changes of direction.

The implemented target based algorithm is equally simple. From the model, objects of interest are identified
offline and manually as potential goals of locomotion. One of these potential goals is then selected online as the
endpoint of the predicted path. The selection is based again on gaze direction. The longer the user remains
looking at a potential goal, the more likely the object is the user’s goal. This likelihood is expressed by a
coefficient wi ∈ [−1; 1] assigned to every potential goal. wi is increased when the corresponding object is within
the field of view and decreased otherwise. The object with the largest coefficient wi is selected and the predicted
path is given by the straight line from the user to the selected goal. With this prediction algorithm optimization
of the user path endpoint becomes feasible.

Path prediction is performed concurrently with user tracking. The predicted target path is updated at a rate
of 50 Hz with every incoming position and orientation measurement.

5. EXPERIMENTAL VALIDATION

MC has been evaluated with both virtual and real target environments. In either case, the user environment was
a 4 m by 4 m square room, Fig. 6. The usable area was limited to 3 m by 3 m to give some safety margin to the
physical walls. The user’s motion was tracked by an Ascension Motion Star magnetic tracking system,16 whose
sensors provide position and orientation data in all six degrees of freedom. For visual and auditory feedback, the
head mounted display V8 by Virtual Research Systems, Inc.17 was employed.



Figure 6. User environment for MC experiments. The user wears a head mounted display. Head motion is tracked by a

magnetic tracking system.

5.1. Maximum Unnoticed Curvature

MC introduces inconsistency between the visual and the proprioceptive sensation of locomotion. As stated in
Sec. 3, the inconsistency is caused by the curvature deviation between user and target path. The objective of
the experiment reported on in this subsection was to find the maximum curvature deviation that goes unnoticed
by the user.

The experiment was performed in a virtual environment comprised of just a large green plane with a white
line and marked end points. The test person was asked to walk back and forth between the end points along the
straight line. Thus, the target path of each individual trial was by construction a straight line. The corresponding
user paths were circular arcs of curvatures randomly varying from −0.2 m−1 to 0.2 m−1. After each trial the
test person was asked to report whether the user path was curved left or right.

Fig. 7 shows the relative frequency h of correctly detected direction of curvature as a function of the curvature
κ. It is obvious, that for curvatures κ < 0.1 m−1 the test person is no longer able to detect the direction of
curvature with 100% certainty. Therefore, we use κ = 0.1 m−1 as the perceptual threshold for curvature
deviation, which corresponds to a radius of 10 m. Details of the experiment with a more in depth discussion of
the results will be published elsewhere.

5.2. Virtual Museum

The MC algorithm is applied to visiting a large room in a virtual museum. The size of the virtual target
environment is 30 m by 20 m. Fig. 8 shows a screen shot of the virtual museum. Although the available
user environment is 3 m by 3 m only and thus user path curvature is usually greater than 0.3 m−1, strolling
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Figure 7. Relative frequency h of correctly detected direction of curvature as a function of curvature κ.



through the virtual museum is found very comfortable and intuitive by most test subjects. As long as the user
decides for one piece of art and walks there straight ahead, no peaks of curvature deviation occur and subjects
quickly accustom to the inconsistency of visual and proprioceptive perception. Test persons are observed to
reach normal walking speed after a few cautious initial steps. However, peak curvature and changes of direction
of curvature are likely to occur when the user decides for a new goal of locomotion at some unfavorable position.
The inconsistency, although soon becoming almost unnoticeable, causes slight motion-sickness in some subjects.

Figure 8. Screen shot of the virtual museum.

5.3. Controlling a Mobile Teleoperator

The MC algorithm is applied to control locomotion of a mobile teleoperator. The mobile teleoperator is based
on a four-wheel omnidirectional platform18 and is equipped with a stereo camera pair mounted on a pan-tilt-roll
head.19 From within the 3 m by 3 m user environment, the user can “walk” the teleoperator through several
rooms of the laboratory, see Fig. 9.

Figure 9. Wheel-based mobile teleoperator with stereo camera unit.

Motion of the user is tracked with two magnetic sensors, one at the user’s head and one at the hip. Platform
locomotion is controlled by the user’s hip motion, whereas the orientation of the camera pair is controlled by the
user’s head orientation.



The User Guidance Module, whose task is to calculate proxy positions and orientations from the measured
user positions and orientations, generates reference values for the mobile teleoperator. The teleoperator follows
these reference values with some delay, due to its dynamic properties. This delay is part of the user’s path
tracking control loop. Therefore, MC-ed locomotion through real target environments is not as intuitive as in
the case of virtual target environments, where the delay between user action and corresponding feedback from
the target is much smaller. In some cases, test people had problems relating the perceived teleoperator motion
to their own motion. However, the delay in the visual feedback can be eliminated by panning and zooming the
captured images according to the control error of the teleoperator.

All position and orientation data of the teleoperator is expressed in a platform fixed coordinate system.
Transforming positions and orientations from a world coordinate system to the moving platform frame effectively
results in commanding position and orientation increments rather than absolute positions and orientations. This
eliminates the necessity of global localization of the teleoperator.

6. CONCLUSION

Motion Compression (MC) is a novel method for compressing large scale voluntary locomotion into much smaller
available spaces. The method is capable of mapping distances and turning angles with ratio 1:1 and does not
rely on scaling. It can, however, be combined with scaling in order to magnify or reduce target environments
which otherwise would not be accessible by human walking. Consider for instance walking through a biological
cell or through a solar system.

The advantage over conventional interfaces for locomotion in virtual or remote real environments (target
environments) is that MC provides the “feeling” of motion by approximating proprioceptive cues. The visual
sensation is consistent with motion in the target environment, whereas the proprioceptive sensation is consistent
with the physical motion of the user. Due to the modification of path curvature, this proprioceptive sensation is
just an approximation of the locomotion in the target environment.

Experiments in virtual target environments demonstrated, that even user environments as small as 4 m by
4 m are sufficient for walking through large virtual halls with great realism. However, when MC is employed
to control mobile teleoperators in real target environments, the time delay introduced by the dynamics of the
teleoperator’s position control reduces realism.

MC is introduced for general unstructured target environments as well as target environments satisfying
certain prerequisites. In any case, MC comprises three main components: (1) estimation/recognition of intention
for predicting future locomotion of the user, (2) transformation of the predicted path into the limited user
environment, and (3) tracking the user’s physical motion and mapping it to the target environment. Mapping
user motion to the target environment is performed in such a way that the resulting visual cues affect the user’s
path tracking control, thus guiding the user on the transformed path.

In the future MC will be extended to 3D environments including stairs, ladders, and slopes. Another goal
is to share the user environment with its infrastructure (floorspace, tracking system, ...) among several users.
Path transformation in this multi-user scenario not only has to consider the boundaries and static obstacles of
the room but must also provide reliable user-to-user collision avoidance measures.

With respect to the path prediction and transformation components, stochastic processing promises a sub-
stantial increase of performance. The current implementation relies on just a single predicted path. If that
prediction proves to be wrong, degradation of realism is very likely due to strong curvature.
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