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Abstract—Distributed state estimation and localization
methods have become increasingly popular with the rise
of ubiquitous computing, and have led naturally to an in-
creased concern regarding data and estimation privacy.
Traditional distributed sensor navigation methods typically
involve the leakage of sensor or navigator information
by communicating measurements or estimates and thus
do not preserve participants’ privacy. The existing ap-
proaches that do provide such guarantees fail to address
sensor and navigator privacy in the common application
of model-based range-only localization, consequently for-
feiting broad applicability. In this work, we define a notion
of privacy-preserving linear combination aggregation and
use it to derive a modified extended Kalman filter using
range measurements such that navigator location, sensors’
locations, and sensors’ measurements are kept private dur-
ing navigation. Additionally, a formal cryptographic backing
is presented to guarantee our method’s privacy as well as
an implementation to evaluate its performance. The novel,
provably secure, range-based localization method has ap-
plications in a variety of environments where sensors may
not be trusted or estimates are considered sensitive, such
as autonomous vehicle localization or air traffic navigation.

Index Terms—Data privacy, extended Kalman filter (EKF),
sensor fusion, state estimation.

I. INTRODUCTION

LOCALIZATION methods in distributed sensor environ-
ments have long been an active topic of research [1], [2],

[3] and have characterized many advancements of Kalman and
Bayesian estimation theory [4]. In particular, range-based local-
ization methods, including signal strength measurements [5],
[6], acoustic ranges [7], and ultra-wideband ranges [8], have
found large applications due to the prevalence of suitable sen-
sors. In most cases, these localization methods require the gath-
ering of measurements centrally, where an estimate of location

can be computed. With recent developments in distributed and
cloud computing, uses of wireless and public communication
channels for data transfer have become widespread, and the
additional requirements of data privacy and state secrecy have
become particularly relevant [9], [10].

Typical cryptographic secrecy involves hiding all transferred
data such that external parties in the communication network
learn no new information from acquired encryptions. This can
be achieved with common symmetric and public-key encryption
schemes such as the Advanced Encryption Standard [11] and
the Rivest–Shamir–Adleman cryptosystem [12], respectively.
These scenarios, however, imply trust between the encrypting
and decrypting parties in the network. In some cases, this
assumption cannot be made and control over what can be
learnt or performed with encryptions is desired. This has led to
several homomorphic and functional encryption schemes [13],
[14], [15], [16] finding uses in various signal processing and
localization tasks. In [17], homomorphic encryption was used
to make time-independent model-free location estimates where
an estimator cannot learn sensor measurements or locations.
In [18], similar secrecy was achieved with a linear Kalman
filter when a hierarchical sensor network is present. In [14] and
[15], privacy-preserving aggregation schemes were presented as
a means to compute total power grid usage without disclosing
individual contributions, while in [19] and [20], private weighted
sum aggregation with centralized or hidden weights (pWSAc
and pWSAh, respectively) are introduced as a means for com-
puting control inputs in a distributed network without learning
individual contributions.

Our contribution in this work presents a range-only local-
ization method meeting formal cryptographic requirements that
ensure that sensors keep their measurements, sensor variances,
and locations private while the navigator keeps its estimates
private. We first define a novel cryptographic notion for linear
combination aggregation and present an implementation satis-
fying the requirements, before using it to derive a filter based
on the extended Kalman filter (EKF) with no hierarchical sensor
layout assumptions. The linear combination aggregation scheme
is in principle similar to the pWSAh scheme in [20]; however,
a formal definition with different communication assumptions
and leakages is given, crucial for its cryptographic security.
To the best of the authors’ knowledge, no existing method for
Bayesian state estimation using range-only sensors and meeting
the desired privacy requirements exists.

We motivate this scenario with an example of vehicle local-
ization in the presence of privately owned measurement stations.
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While the intention of stations is the accurate navigation of
passing vehicles, it may be reasonable to desire identifying
details, such as hardware specifications or physical locations,
to remain unknown to the other stations and the navigator.
Similarly, a navigator may not wish to disclose their accurate
location estimates to untrusted third-party measurers.

The rest of this article is organized as follows. In Section II,
we introduce both the cryptographic and estimation problems
considered in this work, before giving some relevant preliminar-
ies in Section III. Section IV proposes a cryptographic scheme
meeting our desired security properties, and Section V gives a
solution to the estimation problem making use of this scheme.
Simulation results are discussed in Section VI. Finally, Section
VII concludes this article.

A. Notation

Throughout this work, we make use of the following nota-
tion. Underlined characters, a, denote vectors, uppercase bold
characters, A, denote matrices. A−1 is the matrix inverse while
A� is its transpose. The expected value of a random variable
is denoted by E[·], while the variance of a random scalar and
covariance of a random vector by Var[·] and Cov[·], respectively.
|a| denotes an absolute value, ‖a‖ the vector norm, {. . . } is
used for sets, and 〈. . . 〉 for ordered sequences. When estimating
a state, notation x̂k|e will denote an estimate of x at timestep k
given measurements from timesteps up to and including timestep
e. When discussing cryptography, Esk(·) andDsk(·) will denote
encryption and decryption with key sk, respectively, with sk
omitted when inferrable from context. ZN is used for the set of
integers moduloN and Z∗N for its multiplicative group. lcm(·, ·)
is the lowest common denominator, ‖ is the binary concatenation
operator, and the term negligible function refers to its definition
in [21].

II. PROBLEM STATEMENT

In this work, we consider the context of privacy-preserving
range sensor navigation, where we want no sensor to learn any
information about the navigator or other sensors beyond their
local measurements, and the navigator not to learn any informa-
tion about individual sensors beyond its location estimate. The
problem is twofold, in that we require explicit cryptographic
requirements with a suitable encryption scheme meeting them
as well as an estimation scheme that can use the encryption in
the context of range-only navigation.

To give a formal cryptographic requirement in a distributed
setting, we must first consider the communication requirements
of our context and define the attacker capabilities and the desired
security of a suitable encryption scheme. In this section, we will
define a communication protocol and the relevant formal defi-
nition of security we aim to achieve, followed by the estimation
problem to which we will apply it.

A. Formal Cryptographic Problem

The communication between the navigator and sensors in our
estimation problem will be decomposed into a simple two-step

Fig. 1. Required linear combination aggregation steps at instance t.

bidirectional protocol that will simplify defining formal security.
In Section V, we will show how this protocol is sufficient to
compute the location estimate at a navigator while meeting our
desired privacy goals. The communication protocol is as follows.

At every instance t (used to distinguish from an estimation
timestep), the navigator first broadcasts m weights ω(t)

j , j ∈
{1, . . . ,m}, to all sensors i ∈ {1, . . . , n}, who individually
compute linear combinations l(t)i =

∑m
j=1 a

(t)
i,jω

(t)
j based on

their measurement data aj,i. Linear combinations are then sent

back to the navigator, who computes their sum
∑n
i=1 l

(t)
i .

This two-step linear combination aggregation protocol has
been visually displayed in Fig. 1. In addition, we note that
an alternative approach to the two-step protocol is computing∑m
j=1(ω

(t)
j

∑n
i=1 a

(t)
i,j ) at the navigator, requiring only values

a
(t)
i,j , j ∈ {1, . . . ,m}, to be sent from each sensor i. We justify

the use of bidirectional communication by reducing commu-
nication costs when the number of weights is larger than the
number of sensors, m > n, and by sending fewer weights in
the presence of repeats, as will be shown to be the case in
Section V.

Before giving a formal definition for the construction and se-
curity of our desired encryption scheme, we make the following
assumptions on the capabilities of the participants.

1) Global navigator broadcast: We assume that broadcast
information from the navigator is received by all sensors
involved in the protocol.

2) Consistent navigator broadcast: We assume that broad-
cast information from the navigator is received equally
by all sensors. This means the navigator may not send
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different weights to individual sensors during a single
instance t.

3) Honest-but-curious attackers: We adopt the honest-but-
curious attacker model. The navigator and sensors are cor-
ruptible but follow the localization procedure correctly,
while attackers may use any gained sensitive information.

We justify the global broadcast assumption by noting that
any subset of sensors within the range of the navigator can be
considered a group and treated as the global set during estima-
tion, generalizing the method, while the widespread use of cheap
nondirectional antennas supports the assumption of consistent
broadcasts. The final assumption refers to the known problem
of misbehaving sensors [22], [23], often requiring additional
complicated detection mechanisms, and will not be considered
in this work.

We are now ready to define the type of encryption scheme
we want for the specified communication protocol and the secu-
rity guarantees it should provide. We let a linear combination
aggregation scheme be defined as a tuple of the four algo-
rithms (Setup,Enc,CombEnc,AggDec). These will be used by
a trusted setup party, the navigator, and sensors i ∈ {1, . . . , n}.
They are defined as follows.

1) Setup(κ): On input of security parameter κ, generate
public parameters pub, the number of weights m, the
navigator’s public and private keys pk0 and sk0 and the
sensor private keys ski, i ∈ {1, . . . , n}.

2) Enc(pk0, x): The navigator and sensors can encrypt any
value xwith the navigator’s public key pk0 and obtain the
encryption Epk0(x).

3) CombEnc
(
t, pk0, ski, Epk0(ω

(t)
1 ),. . ., Epk0(ω

(t)
m ), a

(t)
i,1,. . .,

a
(t)
i,m

)
: At instance t, sensor i computes and obtains the

encrypted linear combination Epk0,ski(
∑m
j=1 a

(t)
i,jω

(t)
j )

with secret key ski.
4) AggDec(t, pk0, sk0, Epk0,sk1(l

(t)
1 ), . . . , Epk0,skn(l

(t)
n )): At

instance t, the navigator computes the plaintext aggre-
gation of linear combinations

∑n
i=1 l

(t)
i using its public

and private keys pk0, sk0.
The security notions we want these algorithms to meet reflect

the previously stated estimation privacy goals. The navigator
should learn no information from individual sensors while sen-
sors should learn no information from the navigator or any
other sensors. In the context of the introduced communication
protocol, this can be summarized as the following notions.

1) Indistinguishable weights: No colluding subset of sensors
gains any new knowledge about the navigator weights
ω
(t)
j , j ∈ {1, . . . ,m}, when receiving only their encryp-

tions from the current and previous instances and having
the ability to encrypt plaintexts of their choice.

2) Linear combination aggregator obliviousness (LCAO):
No colluding subset excluding the navigator gains ad-
ditional information about the remaining sensor values
to be weighted, a(t)i,j , j ∈ {1, . . . ,m}, where sensor i
is not colluding, given only encryptions of their linear
combinations li from the current and previous instances.
Any colluding subset including the navigator learns only

the sum of all linear combinations weighted by weights
of their choice,

∑n
i=1 l

(t)
i =

∑n
i=1

∑m
j=1 a

(t)
i,jω

(t)
j .

While indistinguishable weights can be achieved by encrypt-
ing weights with an encryption scheme meeting the notion of
Indistinguishability under the Chosen Plaintext Attack (IND-
CPA) [21], the novel notion of LCAO has been formalized as
a typical cryptographic game between attacker and challenger
in Appendix A. Lastly, we conclude the cryptographic problem
definition with the following important remark.

Remark: A leakage function including weights from the nav-
igator requires extra care to be taken when giving its definition.
If an attacker compromises the navigator, they have control over
the weights, and therefore the leakage function. We note that in
the leakage function above,

∑n
i=1

∑m
j=1 a

(t)
i,jω

(t)
j , an individual

sum weighted by the same weight may be learnt by an attacker,
e.g.,

∑n
i=1 a

(t)
i,1 given weights (1, 0, . . . , 0), but that individual

sensor values a(t)i,j remain private due to the assumption of a
consistent broadcast.

B. Estimation Problem

The estimation problem we consider, for which we will re-
formulate communication to the protocol above, is localization
with range-only sensors. In this work, we will focus on the 2-D
case for simplicity but will derive methods suitable for extension
to a 3-D equivalent. The state that we wish to estimate must
capture the navigator position, x and y, and may contain any
other components relevant to the system. It is of the form

x = [x y · · · ]� . (1)

This state evolves following some known system model, which
at timestep k can be written as

xk = f
k
(xk−1, wk) (2)

with noise termwk. Measurements of xk follow a measurement
model dependent on sensor i ∈ {1, . . . , n}, given by

zk,i = hi (xk) + vk,i (3)

with Gaussian measurement noises vk,i ∼ N (0, rk,i) and mea-
surement function

hi(x) =
∥∥[x y]� − si

∥∥
=
√
(x− sx,i)2 + (y − sy,i)2 (4)

where

si = [sx,i sy,i]
� (5)

is the location of sensor i.
We aim to provide a filter that estimates the navigator’s state

xk, at every timestep k, without learning sensor positions si,
measurements zk,i, and measurement variances rk,i beyond the
information in the corresponding aggregation leakage function.
Similarly, sensors should not learn any information about current
state estimates or any other sensor information. Leakage will
be further discussed in Section V-D, but we note that from
any sequential state estimates, following known models, some



sensor information leakage can be computed by the navigator.
In the context of our leakage function, we will show that this
corresponds to the global sums of private sensor information,
while individual, or subsets of sensors, information remains
private. Similarly, corrupted sensors with access to one or more
measurements can produce state estimates of their own, leaking
information about navigator state estimates; however, the most
accurate estimates, requiring all measurements, will always
remain private to the navigator.

III. PRELIMINARIES

When proposing an encryption scheme meeting the LCAO
notion, we will base our method on the additively homomorphic
Paillier encryption scheme [13] and the Joye–Libert privacy-
preserving aggregation scheme [15]. These schemes have been
summarized below. Additionally, the estimation problem we
consider uses real-valued inputs and functions and will re-
quire encoding real numbers for use with the aforementioned
encryption schemes. The method used for encoding has been
summarized afterward.

A. Paillier Encryption Scheme

The Paillier encryption scheme [13] is an additively ho-
momorphic encryption scheme that bases its security on the
decisional composite residuosity assumption (DCRA) and meets
the security notion of IND-CPA. Key generation of the Paillier
scheme is performed by choosing two sufficiently large primes
p and q, and computing N = pq. A generator g is also required
for encryption, which is often set to g = N + 1 when p and q
are of equal bit length [21]. The public key is defined by (N, g)
and the secret key by (p, q).

Encryption of a plaintext message a ∈ ZN , producing cipher-
text c ∈ Z∗N2 , is computed by

c = gaρN (mod N2) (6)

for a randomly chosen ρ ∈ ZN . Here, ρN can be considered the
noise term that hides the value ga (mod N2), which due to the
scheme construction is an easily computable discrete logarithm.
The decryption of a ciphertext is computed by

a =
L
(
cλ (mod N2)

)
L (gλ (mod N2))

(mod N) (7)

where λ = lcm(p− 1, q − 1) and L(ψ) = ψ−1
N .

In addition to encryption and decryption, the following homo-
morphic functions are provided by the Paillier scheme ∀a1, a2 ∈
ZN ,

D (E(a1)E(a2) (mod N2)
)
= a1 + a2 (mod N) (8)

D (E(a1)ga2 (mod N2)
)
= a1 + a2 (mod N) (9)

D (E(a1)a2 (mod N2)
)
= a1a2 (mod N). (10)

B. Joye–Libert Privacy-Preserving Aggregation Scheme

The Joye–Libert privacy-preserving aggregation scheme [15]
is a scheme defined on time-series data and meets the security

notion of Aggregator Obliviousness (AO) [14]. Similarly to the
Paillier scheme, it bases its security on the DCRA. A notable
difference to a public-key encryption scheme is its need for a
trusted party to perform the initial key generation and distribu-
tion.

Key generation is computed by first choosing two equal-
length and sufficiently large primes p and q, and computing
N = pq. A hash functionH : Z→ Z∗N2 is defined and the pub-
lic key is set to (N,H).n private keys are generated by choosing
ski, i ∈ {1, . . . , n}, uniformly from ZN2 and distributing them
to n participants (whose values are to be aggregated), while the
last key is set as

sk0 = −
n∑
i=1

ski (11)

and sent to the aggregator.
Encryption of plaintext a(t)i ∈ ZN to ciphertext c(t)i ∈ ZN2

at instance t is computed by user i as

c
(t)
i = (N + 1)a

(t)
i H(t)ski (mod N2) . (12)

Here, we can consider H(t)ski the noise term that hides the

easily computable discrete logarithm ga
(t)
i (mod N2), where

g = N + 1 (as with the Paillier scheme above).
When all encryptions c

(t)
i , i ∈ {1, . . . , n} are sent to the

aggregator, summation and decryption of the aggregated sum
are computed by the following functions:

c(t) = H(t)sk0
n∏
i=1

c
(t)
i (mod N2) (13)

and
n∑
i=1

a
(t)
i =

c(t) − 1

N
(mod N) . (14)

Correctness follows from
∑n
i=0 ski = 0, and thus,

H(t)sk0
n∏
i=1

c
(t)
i (mod N2)

≡ H(t)sk0
n∏
i=1

(N + 1)a
(t)
i H(t)ski (mod N2)

≡ H(t)
∑n

j=0 skj
n∏
i=1

(N + 1)a
(t)
i (mod N2)

≡ (N + 1)
∑n

i=1 a
(t)
i (mod N2)

removing all noise terms.

C. Integer Encoding for Real Numbers

In both the Paillier and Joye–Libert schemes, as well as the
one we introduce, meaningful inputs a are bounded to a ∈ ZN .
For this reason, real-valued estimation variables require quan-
tization and integer mapping for encryption and aggregation.
We will rely on a generalized Q number encoding [24] due to
implementation simplicity and applicability.



We will consider a subset of rational numbers in terms of a
range M ∈ N and fractional precision φ ∈ N. This contrasts
with the common definition in terms of total and fractional
bits [24], [25], [26], but allows for a direct mapping to integer
ranges which are not a power of two. A rational subset QM,φ is
then given by

QM,φ =

{
o
∣∣∣φo ∈ N ∧ −

⌊
M

2

⌋
≤ φo <

⌊
M

2

⌋}
(15)

and we can quantize any real number a by taking the nearest
rational o ∈ QM,φ, that is, argmino∈QM,φ

|a− o|. In this form,
mapping rationals QM,φ to an encryption range ZN is achieved
by choosing M = N and handling negatives by modulo arith-
metic. Additionally, we note that the Q number format requires
a precision factor φ to be removed after each encoded multipli-
cation. This is captured by a third parameter d, the number of
additional precision factors present in encodings.

The function for combined quantization and encoding,
EM,φ,d(a), of a given number a ∈ R and with an integer range
ZM , precision φ and scaling for d prior encoded multiplications
is given by

EM,φ,d(a) =
⌊
φd+1a

⌉
(mod M) . (16)

Decoding of an integer u ∈ ZM is given by

E−1M,φ,d(u)=

{
u (mod M)

φd+1 , u (mod M) ≤ ⌊M2 ⌋
−M−u (mod M)

φd+1 , otherwise.

(17)

This encoding scheme provides the following homomorphic
operations:

EM,φ,d(a1) + EM,φ,d(a2) (mod M)

= EM,φ,d(a1 + a2) (18)

and

EM,φ,d(a1)EM,φ,d(a2) (mod M)

= EM,φ,d+1(a1a2) (19)

noting that when M = N , the operations and modulus corre-
spond with those in the Paillier homomorphic operations (8),
(9), and (10), and the Joye–Libert sum (14).

In general, the choice of a large precision parameter φ may
reduce quantization errors introduced in (16), but risks overflow
after too many multiplications. Given the largest number of en-
coded multiplications, dmax, and the largest value to be encoded
amax, the parameter should be chosen such that

∣∣φdmax+1amax

∣∣ < ⌊
M

2

⌋
. (20)

In practice, N is typically very large (N > 21024) and this
condition can be ignored when M = N , as φ can be made
sufficiently large to make quantization errors negligible.

IV. PRIVATE LINEAR COMBINATION AGGREGATION SCHEME

In this section, we introduce an encryption scheme meeting
the desired security properties in Section II-A. The scheme

is a combination of the Paillier and Joye–Libert schemes and
provides encrypted weights meeting IND-CPA and encrypted
aggregation meeting the notion of LCAO defined in Section II-A.
Similarly to its constituents, the scheme bases its security on the
DCRA and, as with the Joye–Libert scheme, requires a trusted
party for initial key generation and distribution.

As aggregation is typically performed on scalar inputs, we
extend our notation to the context of multidimensional estima-
tion data by letting an instance tk,τ uniquely capture the scalar
aggregation during an estimation timestep k for a single element
with position index τ . To achieve this in practice, any injective
function can be used, such as the concatenation tk,τ = k ‖ τ .
The four algorithms defining our scheme are given as follows.

1) Setup(κ): On input parameter κ, generate two equal-
length, sufficiently large, primes p and q, and compute
N = pq. Define a hash function H : Z→ Z∗N2 , choose
the number of weights to combine,m > 1, and set public
parameter pub = H , navigator public key pk0 = N , and
navigator private key sk0 = (p, q). Sensor secret keys are
generated by choosing ski, i ∈ {1, . . . , n− 1} uniformly
from ZN2 and setting the last key to skn = −∑n−1

i=1 ski.
2) Enc(pk0, x): Public-key encryption is computed by the

Paillier encryption scheme with implicit generator g =
N + 1. This is given by

Epk0(x) = (N + 1)xρN (mod N2) (21)

for a randomly chosen ρ ∈ ZN .
3) CombEnc(tk,τ , pk0, ski, Epk0(ω

(k,τ)
1 ) . . . , a

(k,τ)
i,1 . . . ): At

instance tk,τ , encrypted linear combination is given by

l
(k,τ)
i = H(tk,τ )

ski
m∏
j=1

Epk0

(
ω
(k,τ)
j

)a(k,τ)
i,j

(mod N2)

(22)

and makes use of the homomorphic property (10). Cor-
rectness follows from

l
(k,τ)
i = H(tk,τ )

ski
m∏
j=1

Epk0(ω
(k,τ)
j )a

(k,τ)
i,j (mod N2)

= H(tk,τ )
ski

m∏
j=1

Epk0(a
(k,τ)
i,j ω

(k,τ)
j ) (mod N2)

= H(tk,τ )
ski ·

m∏
j=1

(N + 1)a
(k,τ)
i,j ω

(k,τ)
j ρNj (mod N2)

= H(tk,τ )
ski ·

(N + 1)
∑m

j=1 a
(k,τ)
i,j ω

(k,τ)
j ρ̃Ni (mod N2)

for some values ρj ∈ ZN , j ∈ {1, . . . ,m}, and ρ̃i =∏m
j=1 ρj . Here, ρ̃Ni and H(tk,τ )

ski can be considered the
noise terms corresponding to the two levels of encryption
from pk0 and ski, respectively.

4) AggDec(tk,τ , pk0, sk0, l
(k,τ)
1 , . . . , l

(k,τ)
n ): Aggregation is

computed as l(k,τ) =
∏n
i=1 l

(k,τ)
i (mod N2), removing



the aggregation noise terms, and is followed by Paillier
scheme decryption

n∑
i=1

m∑
j=1

a
(k,τ)
i,j ω

(k,τ)
j

=
L
((
l(k,τ)

)λ
(mod N2)

)
L ((N + 1)λ (mod N2))

(mod N) (23)

with λ = lcm(p− 1, q − 1) and L(ψ) = ψ−1
N . The cor-

rectness of the aggregation can be seen from

l(k,τ) =

n∏
i=1

H(tk,τ )
ski ·

(N + 1)
∑m

j=1 a
(k,τ)
i,j ω

(k,τ)
j ρ̃Ni (mod N2)

= H(tk,τ )
∑n

i=1 ski ·
n∏
i=1

(N + 1)
∑m

j=1 a
(k,τ)
i,j ω

(k,τ)
j ρ̃Ni (mod N2)

= (N + 1)
∑n

i=1

∑m
j=1 a

(k,τ)
i,j ω

(k,τ)
j ρ̃N (mod N2)

for some values ρ̃i ∈ ZN , i ∈ {1, . . . , n}, and ρ̃ =∏n
i=1 ρ̃i.

Additionally, we note that in the above construction, all
weights ω(k,τ)

j and values a(k,τ)i,j are integers and the resulting
linear combinations and aggregation are computed modulo N .

The security proof of this scheme must both show that en-
crypted weights meet IND-CPA and that encrypted aggregation
meets LCAO. As weights are encrypted with the Paillier en-
cryption scheme, the first requirement is already met. To show
that aggregation meets LCAO, a reduction proof is given in
Appendix B.

Remark: Given the construction of the scheme above, it can
be seen that any weights ω(k,τ)

j , whose values are known at each
sensor, do not need to be broadcast by the navigator. In this case,
sensors can replace

Epk0

(
ω
(k,τ)
j

)a(k,τ)
i,j

= (N + 1)ω
(k,τ)
j a

(k,τ)
i,j ρNj (mod N2)

(24)

in (22), by

(N + 1)ω
(k,τ)
j a

(k,τ)
i,j (mod N2) . (25)

This is due to the removal of ρNj terms during decryption and can
be used to reduce the navigator’s broadcast communication cost
by the number of weightsω(k,τ)

j that do not hold any information
private to the navigator and are known by the sensors in advance.

V. PRIVACY-PRESERVING LOCALIZATION

With a concrete scheme meeting the LCAO notion, we can
now put forward a localization filter with communication that
can be reformulated to the required protocol. To produce an
estimate of the state xk, we make use of an algebraic reformula-
tion of the EKF and the extended information filter (EIF) [27],

which reduces the filter update step to a single summation. The
EIF update step requires the predicted state estimate x̂k|k−1 and
estimate covariancePk|k−1 in the information vector and matrix
forms

ŷ
k|k−1 = P−1k|k−1x̂k|k−1 and Yk|k−1 = P−1k|k−1 (26)

respectively. In this form, the update equations for n sensor
measurements at timek, with measurement models (3), are given
by

ŷ
k|k = ŷ

k|k−1

+

n∑
i=1

H�k,ir
−1
i

(
zk,i − hi

(
x̂k|k−1

)
+Hk,ix̂k|k−1

)
(27)

and

Yk|k = Yk|k−1 +
n∑
i=1

H�k,ir
−1
i Hk,i (28)

with Jacobians

Hk,i =
∂hi
∂x

∣∣∣∣
x̂k|k−1

(29)

for sensors i ∈ {1, . . . , n}. After converting the updated infor-
mation vector and matrix back to state estimate x̂k|k and estimate
covariance Pk|k, the filter’s prediction step can be computed
by the navigator locally using any suitable filter for the known
system model (2).

In the form above, at every timestep k, all sensitive sensor
information required for state estimation is captured in the
measurement vector

ik,i = H�k,ir
−1
i

(
zk,i − hi

(
x̂k|k−1

)
+Hk,ix̂k|k−1

)
(30)

and the measurement matrix

Ik,i = H�k,ir
−1
i Hk,i (31)

namely, their measurements zk,i, measurement variances rk,i,
and locations si, captured in measurement functions hi and
Jacobians Hk,i. To compute ik,i and Ik,i, however, the current
predicted state estimate x̂k|k−1 is also required (in hi and Hk,i).
Therefore, our goal is to rearrange (30) and (31) as a linear
combination of functions of x̂k|k−1 (the navigator weights)
computable at each sensor i, to be subsequently aggregated at
the navigator. Application of the linear combination aggregation
scheme proposed in turn guarantees that sensors do not learn the
navigator state, and the navigator learns only the aggregation
required for updating its state estimate in (27) and (28).

A. Range Measurement Modification

The first thing we notice when wanting to rearrange ik,i and
Ik,i to a linear combination of functions of x̂k|k−1, is that hi
cannot be rearranged in this way due to the present square root.



Similarly, the Jacobian of hi at x̂k|k−1

Hk,i =

⎡
⎢⎢⎢⎢⎢⎢⎣

x̂k|k−1−sx,i√
(x̂k|k−1−sx,i)2+(ŷk|k−1−sy,i)2

ŷk|k−1−sy,i√
(x̂k|k−1−sx,i)2+(ŷk|k−1−sy,i)2

0
...

⎤
⎥⎥⎥⎥⎥⎥⎦

�

(32)

cannot be either. We, therefore, consider the modified measure-
ment functions

h′i(x) = hi(x)
2 . (33)

A measurement function in this form allows rearrangement of
h′i and the corresponding Jacobian H′k,i to a linear combination
of powers of location elements in x̂k|k−1 as

h′i(x) =
∥∥∥∥[x y

]�
− si

∥∥∥∥
2

= (x− sx,i)2 + (y − sy,i)2

= x2 + y2 − 2sx,ix− 2sy,iy + s2x,i + s2y,i (34)

and

H′k,i =

⎡
⎢⎢⎢⎢⎣
2x̂k|k−1 − 2sx,i

2ŷk|k−1 − 2sy,i

0
...

⎤
⎥⎥⎥⎥⎦

�

. (35)

Here, h′i and H′k,i are linear combinations of x̂2k|k−1, ŷ2k|k−1,
x̂k|k−1, and ŷk|k−1. To show how the corresponding modified
measurement vectors i′k,i and matrices I′k,i can be similarly re-
arranged and used for localization, we also require the existence
of measurements following a modified measurement model of
the form

z′k,i = h′i(xk) + v′k,i (36)

where z′k,i is the modified measurement, and noise term v′k,i is
zero mean and has a known variance r′k,i.

Computing z′k,i and its variance r′k,i from the original
measurements zk,i are complicated by the noise term vk,i ∼
N (0, rk,i), and simply squaring the original range measure-
ments produces

z2k,i = (hi(xk) + vk,i)
2

= h′i(xk) + 2hi(xk)vk,i + v2k,i (37)

with a new noise term 2hi(xk)vk,i + v2k,i, now dependent on
the measurement function hi, and no longer zero mean. We can
compute the mean of this new noise term (a function of the
Gaussian term vk,i) as E[2hi(xk)vk,i + v2k,i] = rk,i and mean-
adjust modified measurements as

z′k,i = z2k,i − rk,i
= hi(xk)

2 + 2hi(xk)vk,i + v2k,i − rk,i
= h′i(xk) + v′k,i (38)

with now zero-mean noise v′k,i = 2hi(xk)vk,i + v2k,i − rk,i.
The noise in this case (again a function of vk,i) has variance

Var
[
v′k,i

]
= 4hi (xk)

2 rk,i + 2r2k,i (39)

and is also dependent on hi. To use the modified measurement
(38) with the EIF, we require an estimate for Var[v′k,i] at the
sensor as well. Additionally, a conservative estimate (i.e., a
larger variance resulting in less confidence in measurements) is
desirable to reduce filter divergence. While the naive approach,
replacing hi(xk) with zk,i in (39), may not provide a conser-
vative estimate when z2k,i < hi(xk)

2, the Gaussianity of vk,i
can be exploited to provide a conservative estimate with 95%
confidence by shifting the replacement term zk,i by two of its
standard deviations

√
rk,i. The modified measurement’s vari-

ance at timestep k can therefore be conservatively approximated
by

r′k,i = 4
(
zk,i + 2

√
rk,i

)2
rk,i + 2r2k,i

� Var
[
v′k,i

]
(40)

at each sensor i.
The modified measurement model (36) can now be used for

localization, when measurements are modified by (38) and their
new variance estimated with (40).

B. Localization

To complete the EIF update as a linear combination aggrega-
tion, modified vectors i′k,i and matrices I′k,i, using the modified
measurement model (36), can be rearranged as follows:

i′k,i = H′�k,ir
′−1
k,i

(
z′k,i − h′i

(
x̂k|k−1

)
+H′k,ix̂k|k−1

)
=
[
α
(k,1)
i α

(k,2)
i 0 · · ·

]�
(41)

with

α
(k,1)
i =

(
2r′−1k,i

)
x̂3k|k−1 +

(
2r′−1k,i

)
x̂k|k−1ŷ2k|k−1

+
(
−2r′−1k,i sx,i

)
x̂2k|k−1 +

(
−2r′−1k,i sx,i

)
ŷ2k|k−1

+
(
2r′−1k,i z

′
k,i

)
x̂k|k−1 +

(
−2r′−1k,i s

2
x,i

)
x̂k|k−1

+
(
−2r′−1k,i s

2
y,i

)
x̂k|k−1 +

(
2r′−1k,i s

3
x,i

)
+
(
2r′−1k,i sx,is

2
y,i

)
+
(
−2r′−1k,i sx,iz

′
k,i

)
and

α
(k,2)
i =

(
2r′−1k,i

)
ŷ3k|k−1 +

(
2r′−1k,i

)
x̂2k|k−1ŷk|k−1

+
(
−2r′−1k,i sy,i

)
x̂2k|k−1 +

(
−2r′−1k,i sy,i

)
ŷ2k|k−1

+
(
2r′−1k,i z

′
k,i

)
ŷk|k−1 +

(
−2r′−1k,i s

2
x,i

)
ŷk|k−1

+
(
−2r′−1k,i s

2
y,i

)
ŷk|k−1 +

(
2r′−1k,i sy,is

2
x,i

)
+
(
2r′−1k,i s

3
y,i

)
+
(
−2r′−1k,i sy,iz

′
k,i

)



and

I′k,i = H′�k,ir
′−1
k,iH

′
k,i

=

⎡
⎢⎢⎢⎢⎣
α
(k,3)
i α

(k,4)
i 0 · · ·

α
(k,5)
i α

(k,6)
i 0 · · ·

0 0 0 · · ·
...

...
...

. . .

⎤
⎥⎥⎥⎥⎦ (42)

with

α
(k,3)
i =

(
4r′−1k,i

)
x̂2k|k−1 +

(
−8r′−1k,i sx,i

)
x̂k|k−1

+
(
4r′−1k,i s

2
x,i

)
α
(k,4)
i =

(
4r′−1k,i

)
x̂k|k−1ŷk|k−1 +

(
−4r′−1k,i sy,i

)
x̂k|k−1

+
(
−4r′−1k,i sx,i

)
ŷk|k−1 +

(
4r′−1k,i sx,isy,i

)
α
(k,5)
i = α

(k,4)
i and

α
(k,6)
i =

(
4r′−1k,i

)
ŷ2k|k−1 +

(
−8r′−1k,i sy,i

)
ŷk|k−1

+
(
4r′−1k,i s

2
y,i

)
.

The above rearrangements give i′k,i and I′k,i as linear combina-
tions of elements in{

x̂3k|k−1, ŷ
3
k|k−1, x̂

2
k|k−1ŷk|k−1, x̂k|k−1ŷ

2
k|k−1,

x̂2k|k−1, ŷ
2
k|k−1, x̂k|k−1ŷk|k−1, x̂k|k−1, ŷk|k−1

}
(43)

which capture all of the private state information in x̂k|k−1
required at the sensors. The corresponding EIF update steps (27)
and (28) then become

ŷ
k|k = ŷ

k|k−1 +
n∑
i=1

i′k,i (44)

and

Yk|k = Yk|k−1 +
n∑
i=1

I′k,i (45)

respectively.
Remark: The above has been derived for 2-D localization

but can be similarly derived for the 3-D case. However, the
number of weights increases combinatorially with the number
of dimensions, thus affecting the cost of communication as well.

C. Pseudocode

Measurement modification, real number encoding and lin-
ear combination aggregation are all required to compute the
modified EIF from the previous section in a privacy-preserving
manner. In this section, we summarize this entire localization
process and give the pseudocode for its execution. For brevity,
we will assume φ and M = N from Section III-C to be public
information and thus simplify the encoding notation EN,φ,d(·)

Algorithm 1: Navigator Prediction.
1: procedure PREDICTION x̂k−1|k−1, Pk−1|k−1, N
2: Compute x̂k|k−1 with a local filter
3: Compute Pk|k−1 with a local filter
4: Compute E0(x̂

3
k|k−1) by (16)

5: Compute Epk0(E0(x̂
3
k|k−1)) by (21)

6: Broadcast Epk0(E0(x̂
3
k|k−1)) to sensors

7: for Remaining weights in (43) do
8: Broadcast weight in the form above
9: end for

10: return x̂k|k−1,Pk|k−1
11: end procedure

to Ed(·). The privacy-preserving localization filter consists of
the following steps.

1) Setup: The Setup algorithm from Section IV is run only
once by a trusted party, N and H are made public,
and the navigator and sensor secret keys, sk0 = λ =
lcm(p− 1, q − 1) and ski, i ∈ {1, . . . , n}, are distributed
accordingly.

2) Prediction: At each timestep k, the navigator computes
the prediction of the current state and its covariance with a
local filter before encrypting weights (43) with algorithm
Enc and broadcasting them to the sensors. This is given
by Algorithm 1.

3) Measurement: At each timestep k, sensors modify their
measurements with (38) and (40) before computing en-
cryptions of i′k,i and I′k,i using algorithm CombEnc for
each element and sending them back to the navigator. This
is given by Algorithm 2.

4) Update: At each timestep k, the navigator aggregates
and decrypts received measurement vectors and matrices
with algorithmAggDec, before computing the EIF update
equations (44) and (45). This is given by Algorithm 3.

Algorithms 1–3 have also been summarized graphically in
Fig. 2. Here, for brevity,Epk0,ski(·) andEd(·) denote elementwise
operations with the same parameters.

D. Leakage

With the privacy-preserving EIF defined in the previous
section, we can now interpret the aggregation leakage of an
LCAO scheme in the context of range sensor localization. The
leakage function from the AggDec algorithm corresponds to the
information vector and matrix sums,

∑n
i=1 i

′
k,i and

∑n
i=1 I

′
k,i,

respectively. However, recalling that a compromised navigator
can learn the individual sums weighted by the same weight
{∑n

i=1 2r
−1
k,i,

∑n
i=1−r−1k,isx,i,

∑n
i=1−2r−1k,isx,i, . . . } can be

leaked as well. From this leakage, we can see that private sensor
information, z′k,i, r

′
k,i, and si, is present only in their complete

sums

n∑
i=1

z′k,i ,
n∑
i=1

r′k,i ,
n∑
i=1

sx,i, and
n∑
i=1

sy,i (46)



Algorithm 2: Measurement at Sensor i.
1: procedure MEASUREMENTi, sx,i, sy,i, rk,i, N , H
2: Measure zk,i
3: Compute z′k,i by (38)
4: Compute r′k,i by (40)
5: Receive Epk0(E0(x̂

3
k|k−1))

6: for Remaining weights in (43) do
7: Receive weight in the form above
8: end for
9: Let α(k,τ)

i represent the encryption of α(k,τ)
i in (41)

and (42)
10: α

(k,1)
i ← Epk0(E0(x̂

3
k|k−1))

E0(2r
′−1
k,i)·

Epk0(E0(x̂k|k−1ŷ2k|k−1))
E0(2r

′−1
k,i)·

Epk0(E0(x̂
2
k|k−1))

E0(−2r′−1k,isx,i)·
Epk0(E0(ŷ

2
k|k−1))

E0(−2r′−1k,isx,i)·
Epk0(E0(x̂k|k−1))

E0(2r
′−1
k,iz

′
k,i)·

Epk0(E0(x̂k|k−1))
E0(−2r′−1k,is

2
x,i)·

Epk0(E0(x̂k|k−1))
E0(−2r′−1k,is

2
y,i)·

(N + 1)E1(2r
′−1
k,is

3
x,i)(N + 1)E1(2r

′−1
k,isx,is

2
y,i)·

(N + 1)E1(−2r′−1k,isx,iz
′
k,i)H(k ‖ 1) (mod N2)

11: Compute remaining α
(k,τ)
i using (41), (42), (22) and

the remark from Section IV in the form above
12: for τ ← 1 to 6 do
13: Send α

(k,τ)
i to the navigator

14: end for
15: end procedure

which in practice correspond to their averages. Therefore, in
the context of our proposed localization method, LCAO leakage
corresponds to the averages of sensor private information, while
individual sensor information remains private.

VI. SIMULATION AND RESULTS

As well as having shown the theoretical backing for the secu-
rity of our scheme, we have simulated the proposed localization
method to evaluate its performance. A 2-D, linear, constant
velocity process model,

xk =

⎡
⎢⎢⎢⎣
1 0 0.5 0

0 1 0 0.5

0 0 1 0

0 0 0 1

⎤
⎥⎥⎥⎦ · xk−1 + wk

where noise term wk ∼ N (0,Q) and

Q =
1

103
·

⎡
⎢⎢⎢⎣
0.4 0 1.3 0

0 0.4 0 1.3

1.3 0 5.0 0

0 1.3 0 5.0

⎤
⎥⎥⎥⎦

Algorithm 3: Navigator Update.
1: procedure UPDATE x̂k|k−1, Pk|k−1, N , λ

2: for τ ← 1 to 6 do
3: Receive α

(k,τ)
i from each sensor i ∈ {1, . . . , n}

4: end for
5: Let α(k,τ) represent an encryption of

∑n
i=1 α

(k,τ)
i

6: for τ ← 1 to 6 do
7: α(k,τ) ←∏n

i=1 α
(k,τ)
i

8: Compute Dsk0(α
(k,τ)) with λ by (23)

9: Compute E−11 (Dsk0(α
(k,τ))) by (17)

10: end for
11: Construct

∑n
i=1 i

′
k,i and

∑n
i=1 I

′
k,i from decoded

decryptions above
12: ŷ

k|k ← P−1k|k−1x̂k|k−1 +
∑n
i=1 i

′
k,i

13: Yk|k ← P−1k|k−1 +
∑n
i=1 I

′
k,i

14: x̂k|k ← Y−1k|kŷk|k
15: Pk|k ← Y−1k|k
16: return x̂k|k,Pk|k
17: end procedure

was simulated and tracked with the algorithms in Section V-C,
using a linear Kalman filter for the navigator’s local state predic-
tion. Code was written in the C programming language using the
MPI library [28] to support asynchronous computations by the
sensors and navigator. The MG1 mask generation function and
the SHA256 hash function, from the OpenSSL library [29], were
used to implement the required hash function H , and the Lib-
paillier library [30] was used for the Paillier encryption scheme.
Additionally, GNU libraries, GSL [31] and GMP [32], were
used for algebraic operations and multiple-precision encoded
integers, respectively. All execution was performed on a 3.33-
GHz Xeon W3680 CPU, running on the Windows Subsystem
for Linux.

We have considered multiple sensor layouts, each with four
sensors, to capture the dependence of estimated modified mea-
surement variances r′k,i on the original measurements zk,i. These
layouts of varying sensor distances are shown next to the simula-
tion initial state and a sample track in Fig. 3. To demonstrate the
accuracy of the method, we have compared the root mean square
error (RMSE) of the privacy-preserving filter to the standard
EIF using unmodified measurements, which is algebraically
equivalent to the EKF typically used in industry for linearizing
nonlinear state estimation. Estimation in each layout from Fig.
3 consisted of 50 filter iterations and was run 1000 times.
Unmodified measurement variances were taken as rk,i = 5 for
all k > 0 and a large fractional precision factor φ = 232 was
chosen. The results can be seen in Fig. 4. From these results,
we can see a strong similarity in filter performance between
the privacy-preserving method and that of the traditional EIF.
We can also see that the varying average distances between
sensors and the navigator have little impact on the differences
in performance. We attribute this similarity in RMSE to the
conservativeness of estimated modified measurement variances
r′k,i, eliminating additional filter divergences, and to the high



Fig. 2. Procedure at timestep k for the proposed privacy-preserving
EIF.

Fig. 3. Different simulation layouts with varying distances between
navigator and sensors.

Fig. 4. Average RMSE of our privacy-preserving filter and the standard
EIF for different layouts.

Fig. 5. Runtimes for varying key sizes and numbers of sensors.

fractional precision factor, keeping computations consistent with
the floating-point arithmetic of the EIF.

In addition to filter error, computational performance is im-
portant to consider when relying on cryptographic methods.
Fig. 5 shows the averages of ten execution times when varying
the numbers of sensors and key sizes (bit lengths of N ). Here,
increasing the number of sensors primarily affects the number of
interprocess communications and aggregation steps due to the
asynchronous implementation. We can see that the predominant
computational costs stem from cryptographic computations and
are directly dependent on the chosen key size. In practice,



choosing a key size should take into account the duration of
secrecy and the secret key lifetime. When relying on the DCRA
for security, the current recommendation for encrypting govern-
ment documents is the use of 2048-b length keys [33]. For our
implementation and aforementioned hardware, this results in a
filter update roughly every 1.7 s. In a scenario where sensors are
mobile and past navigations can be made public, reduced key
sizes can be considered, while a further decrease in computa-
tion time could be achieved with code optimizations and more
powerful hardware.

VII. CONCLUSION

We have presented a localization filter in the presence of
range-only sensors, which preserves both navigator and sen-
sor privacies. A suitable cryptographic scheme has been in-
troduced and a filter implementation compared and evaluated.
Privacy-preserving range-only localization is suitable for use in
environments where sensor networks are untrusted or location
is considered private and we hope to extend the method to
broader measurement models in the future. Additional future
work includes exploring more computationally efficient encryp-
tion schemes, the security implications of attackers that are not
only honest-but-curious but also expanding the LCAO notion to
enforce the consistent broadcast assumption.

APPENDIX A
LINEAR COMBINATION AGGREGATOR OBLIVOUSNESS (LCAO)

The following game between attacker and challenger defines
the security notion of LCAO.

1) Setup: The challenger chooses security parameter κ, runs
the Setup(κ) algorithm, and gives pub,m, and pk0 to the
attacker.

2) Queries: The attacker can now perform encryptions or
submit queries that are answered by the challenger. The
types of actions are as follows:

a) Encryption: The attacker chooses a value x and
computes an encryption ofx under the aggregator’s
public key pk0, obtaining Epk0(x).

b) Weight Queries: The attacker chooses an instance t
and receives the weights for that instance encrypted
with the aggregator’s public key, Epk0(ω

(t)
j ), j ∈

{1, . . . ,m}.
c) Combine Queries: The attacker chooses a tu-

ple (i, t, a
(t)
i,1, . . . , a

(t)
i,m) such that for any two

chosen combine query tuples (i, t, a(t)i,1, . . . , a
(t)
i,m)

and (i,′ t,′ a′(t
′)

i,′1 , . . . , a
′(t′)
i,′m), the following condi-

tion holds:

i = i′ ∧ t = t′ ⇒ a
(t)
i,j = a

′(t′)
i,′j , j ∈ {1, . . . ,m} .

The attacker is then given back the encryption
of the linear combination Epk0,ski(

∑m
j=1 a

(t)
i,jω

(t)
j )

encrypted under both the aggregator public key pk0

and the secret key ski.
d) Compromise queries: The attacker chooses i and

receives the secret key ski. The aggregator’s secret

key may also be compromised (when choosing
i = 0).

3) Challenge: Next, the attacker chooses an instance t∗, and
a subset of users S ⊆ U , where U is the complete set of
users for which no combine queries, for the instance t∗,
and no compromise queries, are made for the duration of
the game. The attacker then chooses two series of tuples〈(

i, t∗, a(t
∗)(0)

i,1 , . . . , a
(t∗)(0)
i,m

) ∣∣∣ i ∈ S〉
and 〈(

i, t∗, a(t
∗)(1)

i,1 , . . . , a
(t∗)(1)
i,m

) ∣∣∣ i ∈ S〉
and gives them to the challenger. In the case that 0 ∈ S
(i.e., the aggregator is compromised) and S = U , it is
additionally required that

∑
i∈S

m∑
j=1

a
(t∗)(0)
i,j ω

(t∗)
j =

∑
i∈S

m∑
j=1

a
(t∗)(1)
i,j ω

(t∗)
j

for weights ω(t∗)
j , j ∈ {1, . . . ,m} returned by a Weight

Query with chosen instance t∗. The challenger then
chooses a random bit b ∈ {1, 0} and returns encryptions〈

Epk0,ski

⎛
⎝ m∑
j=1

a
(t∗)(b)
i,j ω

(t∗)
j

⎞
⎠ ∣∣∣ i ∈ S

〉
.

4) More Queries: The attacker can now perform more en-
cryptions and submit queries, so long as the queries do
not break the requirements in the Challenge stage. That
is, S ⊆ U .

5) Guess: At the end, the attacker outputs a bit b′ and wins the
game if and only if b′ = b. The advantage of an attacker
A is defined as

AdvLCAO(A) :=
∣∣∣∣P[b′ = b]− 1

2

∣∣∣∣ .
Definition A.1: An encryption scheme meets LCAO security

if no probabilistic adversary, running in polynomial-time with
respect to security parameter κ, has more than a negligible
advantage in winning the above security game. That is, for all
adversaries A, there exists a negligible function η, such that

AdvLCAO(A) ≤ η(κ)
with probabilities taken over randomness introduced by A, and
in Setup, Enc, and CombEnc.

APPENDIX B
LCAO SCHEME PROOF

The scheme in Section IV will be shown to meet LCAO by
contrapositive. We show that for any adversaryAplaying against
a challenger using the scheme, we can always create an adversary
A′ playing against a challenger C using the Joye–Libert scheme,
such that

AdvLCAO(A) > η1(κ) =⇒ AdvAO(A′) > η2(κ)

for any negligible functions η1 and η2 and security parameter
κ. That is, if we assume that our scheme is not LCAO secure,



then the Joye–Libert scheme is not AO secure (which is not the
case, [15]).

Proof: Consider adversary A playing the LCAO game. The
following is a construction of an adversary A′ playing the
AO game [14] against a challenger C using the Joye–Libert
aggregation scheme.

1) Setup:When receiving N and H as public parameters
from C, choose an m > 1 and give public parameter H ,
number of weights m, and pk0 = N to A.

2) Queries:Handle queries from A:
a) Weight Query:When A submits a weight query t,

choose weights ω(t)
j , j ∈ {1, . . . ,m} and random

values ρj ∈ ZN , j ∈ {1, . . . ,m}, and return en-
cryptions

(N + 1)ω
(t)
j ρNj (mod N2), j ∈ {1, . . . ,m}

to A.
b) Combine Query:When A submits combine query

(i, t, a
(t)
i,1, . . . , a

(t)
i,m), choose weights ω

(t)
j , j ∈

{1, . . . ,m}, if not already chosen for the in-
stance t, and make an AO encryption query
(i, t,

∑m
j=1 a

(t)
i,jω

(t)
j ) to C. The received response

will be of the form (N + 1)
∑m

j=1 a
(t)
i,jω

(t)
j H(t)ski ;

multiply it by ρ̃N for a random ρ̃ ∈ ZN and return

(N + 1)
∑m

j=1 a
(t)
i,jω

(t)
j ρ̃NH(t)ski (mod N2)

to A.
c) Compromise Query:WhenA submits compromise

query i, make the same compromise query i to C,
and return the received secret key ski to A.

3) Challenge:When A submits challenge series〈(
i, t∗, a(t

∗)(0)
i,1 , . . . , a

(t∗)(0)
i,m

) ∣∣∣ i ∈ S〉
and 〈(

i, t∗, a(t
∗)(1)

i,1 , . . . , a
(t∗)(1)
i,m

) ∣∣∣ i ∈ S〉
choose weightsω(t∗)

j , j ∈ {1, . . . ,m}, for instance t∗ and
submit AO challenge series〈⎛⎝i, t∗, m∑

j=1

a
(t∗)(0)
i,j ω

(t∗)
j

⎞
⎠ ∣∣∣ i ∈ S

〉

and 〈⎛⎝i, t∗, m∑
j=1

a
(t∗)(1)
i,j ω

(t∗)
j

⎞
⎠ ∣∣∣ i ∈ S

〉

to C. The received response will be of the form〈
(N + 1)

∑m
j=1 a

(t∗)(b)
i,j ω

(t∗)
j H(t∗)ski

∣∣∣ i ∈ U〉
for an unknown b ∈ {0, 1}. Multiply series elements by
ρ̃Ni , i ∈ {1, . . . , n} for randomly chosen ρ̃i ∈ ZN and
return〈

(N + 1)
∑m

j=1 a
(t∗)(b)
i,j ω

(t∗)
j ρ̃Ni H(t∗)ski

∣∣∣ i ∈ U〉

to A.
4) Guess:When A makes guess b′, make the same guess b′

to C.
In the above construction, C follows the Joye–Libert scheme

exactly, and to A, A′ follows the scheme in Section IV exactly.
SinceA′ runs in polynomial-time to security parameter whenA
does, and no nonnegligible advantage adversary to C exists, we
conclude that no nonnegligible advantage adversary A exists.
That is, there exists a negligible function η, such that

AdvLCAO(A) ≤ η(κ)

for security parameter κ. Lastly, functionH used by our scheme
is treated as a random oracle in the Joye–Libert AO proof and
will, therefore, prove our scheme secure in the random oracle
model as well. �

REFERENCES

[1] J. Pierce, “An introduction to loran,” Proc. IRE, vol. 34, no. 5, pp. 216–234,
May 1946.

[2] M. Liggins, C. Y. Chong, D. Hall, and J. Llinas, Distributed Data Fusion
for Network-Centric Operations. Boca Raton, FL, USA: CRC Press, 2012.

[3] X. Li, Z. D. Deng, L. T. Rauchenstein, and T. J. Carlson, “Contributed
review: Source-localization algorithms and applications using time of
arrival and time difference of arrival measurements,” Rev. Sci. Instrum.,
vol. 87, no. 4, pp. 921–960, 2016.

[4] A. G. O. Mutambara, Decentralized Estimation and Control for Multisen-
sor Systems. Boca Raton, FL, USA: CRC Press, 1998.

[5] Q. Wang, Z. Duan, X. R. Li, and U. D. Hanebeck, “Convex combination
for source localization using received signal strength measurements,” in
Proc. 21st Int. Conf. Inf. Fusion, 2018, pp. 323–330.

[6] T. He et al., “Range-free localization schemes for large scale sensor
networks,” in Proc. 9th Annu. Int. Conf. Mobile Comput. Netw., 2003,
pp. 81–95.

[7] F. Beutler and U. Hanebeck, “A new nonlinear filtering technique for
source localization,” in Proc. IEEE 3rd Conf. Sensors, 2004, vol. 1,
pp. 413–416.

[8] S. Gezici et al., “Localization via ultra-wideband radios: A look at posi-
tioning aspects for future sensor networks,” IEEE Signal Process. Mag.,
vol. 22, no. 4, pp. 70–84, Jul. 2005.

[9] M. Brenner, J. Wiebelitz, G. von Voigt, and M. Smith, “Secret program
execution in the cloud applying homomorphic encryption,” in Proc. IEEE
5th Int. Conf. Digit. Ecosyst. Technol., 2011, pp. 114–119.

[10] K. Ren, C. Wang, and Q. Wang, “Security challenges for the public cloud,”
IEEE Internet Comput., vol. 16, no. 1, pp. 69–73, Jan./Feb. 2012.

[11] S. Gueron, Intel Advanced Encryption Standard (AES) New Instructions
Set. Santa Clara, CA, USA: Intel Corporation, 2010.

[12] R. L. Rivest, A. Shamir, and L. Adleman, “A method for obtaining digital
signatures and public-key cryptosystems,” Commun. ACM, vol. 21, no. 2,
pp. 120–126, 1978.

[13] P. Paillier, “Public-key cryptosystems based on composite degree residuos-
ity classes,” in Advances in Cryptology (EUROCRYPT). Berlin, Germany:
Springer, 1999, pp. 223–238.

[14] E. Shi, T.-H. H. Chan, and E. Rieffel, “Privacy-preserving aggregation of
time-series data,” in Proc. Annu. Netw. Distrib. Syst. Secur. Symp., 2011,
p. 17.

[15] M. Joye and B. Libert, “A scalable scheme for privacy-preserving aggre-
gation of time-series data,” in Proc. Int. Conf. Financial Cryptography
Data Secur., 2013, pp. 111–125.

[16] J. Chotard et al., “Decentralized multi-client functional encryption for
inner product,” in Advances in Cryptology (Lecture Notes in Computer
Science). Berlin, Germany: Springer, 2018, pp. 703–732.

[17] A. Alanwar et al., “PrOLoc: Resilient localization with private observers
using partial homomorphic encryption,” in Proc. 16th ACM/IEEE Int.
Conf. Inf. Process. Sensor Netw., 2017, pp. 41–52.

[18] M. Aristov, B. Noack, U. D. Hanebeck, and J. Müller-Quade, “Encrypted
multisensor information filtering,” in Proc. 21st Int. Conf. Inf. Fusion,
2018, pp. 1631–1637.



[19] A. B. Alexandru, M. S. Darup, and G. J. Pappas, “Encrypted coopera-
tive control revisited,” in Proc. IEEE 58th Conf. Decis. Control, 2019,
pp. 7196–7202.

[20] A. B. Alexandru and G. J. Pappas, “Private weighted sum aggregation,”
IEEE Trans. Control Netw. Syst., vol. 9, no. 1, pp. 219–230, Mar. 2022.

[21] J. Katz and Y. Lindell, Introduction to Modern Cryptography: Principles
and Protocols. London, U.K.: Chapman & Hall, 2008.

[22] L. Lazos and R. Poovendran, “SeRLoc: Secure range-independent local-
ization for wireless sensor networks,” in Proc. ACM Workshop Wireless
Secur., 2004, Art. no. 21.

[23] I. Ben-Gal, “Outlier detection,” in Data Mining and Knowledge Discovery
Handbook. Boston, MA, USA: Springer, 2005, pp. 131–146.

[24] E. L. Oberstar, Fixed-Point Representation and Fractional Math. Oberstar
Consulting, 2007.

[25] M. Schulze Darup, A. Redder, and D. E. Quevedo, “Encrypted cooperative
control based on structured feedback,” IEEE Contr. Syst. Lett., vol. 3, no. 1,
pp. 37–42, Jan. 2019.

[26] F. Farokhi, I. Shames, and N. Batterham, “Secure and private control using
semi-homomorphic encryption,” Control Eng. Pract., vol. 67, pp. 13–20,
2017.

[27] P. S. Maybeck, Stochastic Models, Estimation, and Control. New York,
NY, USA: Academic, 1982.

[28] The OpenMPI Project, “Open MPI,” 2020. [Online]. Available: https://
www.open-mpi.org/

[29] The OpenSSL Project, “OpenSSL,” 2020. [Online]. Available: https:
//www.openssl.org/

[30] J. Bethencourt, “Libpaillier,” 2010. [Online]. Available: http://acsc.cs.
utexas.edu/libpaillier/

[31] The GSL development team, “GSL - GNU scientific library,” 2019. [On-
line]. Available: https://www.gnu.org/software/gsl/

[32] T. Granlund and the GMP Development Team, “GMP - The GNU multiple
precision arithmetic library,” 2020. [Online]. Available: https://gmplib.
org/,

[33] E. Barker et al., “Recommendation for pair-wise key establishment us-
ing integer factorization cryptography,” Nat. Inst. Standards Technol.,
Gaithersburg, MD, USA, Tech. Rep., SP 800-56Br2, 2019.

Marko Ristic received the Software Engineer-
ing diploma from the University of Melbourne,
Parkville, VIC, Australia, in 2018. He is currently
working toward the Ph.D. degree with the Au-
tonomous Multisensor Systems (AMS) Group,
Otto von Guericke University, Magdeburg, Ger-
many

In 2019, he began work as a Researcher with
the Intelligent Sensor-Actuator-Systems Labo-
ratory, Karlsruhe Institute of Technology, Karl-
sruhe, Germany. His research interests include

encrypted and privacy-preserving signal processing, focusing on state
estimation, sensor fusion, and distributed localization.

Benjamin Noack (Member, IEEE) received the
diploma in computer science from the Karl-
sruhe Institute of Technology (KIT), Karlsruhe,
Germany, in 2009, and the Ph.D. degree in
computer science from the Intelligent Sensor-
Actuator-Systems Laboratory, KIT, in 2013.

He is currently a Professor of Computer
Science with the Otto von Guericke Univer-
sity Magdeburg, Magdeburg, Germany, and the
Head of the Autonomous Multisensor Systems
(AMS) Group. His research interests include

multisensor data fusion, distributed and decentralized Kalman filtering,
combined stochastic and set-membership approaches to state estima-
tion, and event-based systems.

Uwe D. Hanebeck (Fellow, IEEE) received the
Ph.D. and Habilitation degrees from Technical
University, Munich, Germany, in 1997 and 2003,
respectively, both in electrical engineering.

He is currently a Chaired Professor of Com-
puter Science with the Karlsruhe Institute of
Technology (KIT), Karlsruhe, Germany, and
the Director of the Intelligent Sensor-Actuator-
Systems Laboratory (ISAS). He is author and
coauthor of more than 500 publications in vari-
ous high-ranking journals and conferences. His

research interests include information fusion, nonlinear state estimation,
stochastic modeling, system identification, and control with a strong
emphasis on theory-driven approaches based on stochastic system
theory and uncertainty models.

https://www.open-mpi.org/
https://www.open-mpi.org/
https://www.openssl.org/
https://www.openssl.org/
http://acsc.cs.utexas.edu/libpaillier/
http://acsc.cs.utexas.edu/libpaillier/
https://www.gnu.org/software/gsl/
https://gmplib.org/
https://gmplib.org/


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice




